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Abstract: This paper presents a new method for optimizing a fuzzy logic controller. The
main idea of this study is to automatically modify the membership functions regarding change-
in-error é ,which represent the feedback of velocity. For this purpose,first of all,a set of mem.
bership functions afe chosen by inverstigating their effects on control performance. Then, the
Nelder and Mead’s simplex algorithm is adopted to optimize these membership functions during
operation. In order to demonstrate the effectiveness of the proposed method, simulation results
are reported involving both step and tracking control of a nonlinear plant,
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7 Introduction

During last twenty years, fuzzy logic (FL) controllers have been suc:z2ssfully applied
to many systems with nonlinear dynamicv equations or with unknown structure™ %1, How-
ever,the optimization of an appropriate rule base and membership functions is very diffi-
cult tasks. One of the widely used methods for optimizing an FL controller is to define
membership functions of linguistic variables and to formulate fuzzy rules by control engi-
neers. These membership functions and rules are stored in computer memory and can not
be modified during operations®~*1. Unfortunately, there is no general principle for deter-
mining membership functions and rules for each particular system with specific require-
ments. Another approach is to modify the rule base by self-organizing algorithms automati-
cally according to previous responses until a desired control performance is achieved™-*1, In
self-orgainzing control (SOC) »modifying the rule base is to optimize a decision table based
on a defined performance index. In such a decision table ,however, there are a number of el-
ements which should be optimized during operations (a high dimension optimization prob-
lem),it is very hard to optimize the rule base within few learning times.

In [5~7],a hybrid control scheme for a mechanical manipulator has been proposed s

which consists of a conventional FL controller and a D controller , as shown in Fig. 1. Based
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(his scheme,in this paper we present a new method for optimizing an FL contorller,

yhich modifies membership functions automatically according to previous responses rather
pan <he rule base. For this purpose,a set of membership functions are characterized by a
,arameter vector k,and their parameters are optimized by the Nelder and Mead’s simplex
| orithm during system operation. The proposed approach is suitable for systems that are
Jeakly defined by analytical models and is more effective than traditional SOC approaches,
ince it reduces optimizing a decision table into searching for a few of the optimum parame-
or$ of membership functions. Besides, the adjustment of membership functions using two
) three parameters can be easily done by control engineers. To demonstrate the effective-
s of the proposed method , several simulation results are reported involving both step

,nd tracking control of a nonlinear plant.
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Fig.1 Control scheme for SOC algorithm
o Choice of Membership Functions
Using the control scheme in Fig. 1,the control signal u for a plant is computed as fol-

lows:

w=K,us + K,J’:ufdt + Ko % W

de . .
Where S is a derivative of error e = ya — y(@),and Kp,K; and K are control parameters.

dz

The output from the FL controller ,u,, is determined by the Min-Max inference algorithm

and the centroid defuzzification method. Table 1 lists Table 1 Fuzzy rule base

the fuzzy rule base of the FL controller. ¢ |nB|Ns|zo|ps|PB
4

NB |PB|PB|PB|PS|ZO

In general, both membership functions of trian-

gular type and exponential type are widely used in FL

control. Obviously ,changing these membership func- NS |PB|PB|PS|ZO NS

tions will affect control performance. A membership 70 |PB|PS|ZO|NS|NB
function of a symmetrical triangle is characterized by PS | PS|ZO|NS|NB|NB
its peaking and zero points (values of one and zero). PB  |ZO|NS|NB|NB|NB

Since such membership functions can be adjusted
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only by shifting their peaking and zero points,they are not flexible enough in modifyin
their shapes. A membership function of an exponential type u(a) = exp[ — (a — %2,
is characterized by its mean a,and deviation o. By increasing o,the membership funcfions o
this type become flatter. If 5 is very large,control performance becomes poor becayge the
corresponding linguistic variables become too “fuzzy”.In [5],membership func‘fions
regarding é,which represent the feedback of velocity ,are modified by adding Some

interpolation points to the triangular type. This idea leads to reduce the numbe, of

f

e

membership functions to be investigated. These studies have shown that the shape o
membership functions for desired control performance does not fall on the triangular typ
nor the exponential type, In this paper, therefore ,membership functions regarding é,are
defined by cubic polynomes shown in Fig. 2b,whose shapes can be modified by shif’ring the
“moving” points along the dashed lines,as shown in Fig. 3. The parameters %,,%, and k.,
denoted by a vector k = (k,,k,,k,) ,are used to adjust the membership functions #(NB) anq
#(PB), #(NS) and p(PS),and £(ZO),as shown in Fig. 3a ~ c,respectively, The pParametery
vector k can be changed in the range [0.15,0.85] X [0. 15,0. 85] X [0.15,0.85]. On the
contrary ,the membership functions regarding ¢ and u; are chosen to be the triangular type

and remain unchanged during operations,as shown in Fig. 2a and 2c,respectively.
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(a) Membership functions regarding e () Membership functions 4#(NB) and 4 (PB)
1 ' 1
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1 L .
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(b) Membership functions regarding ¢ {b) Membership functions #(NS)and #(PS)
1 1
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-16 -4 0.0 4 16 -4.0 -2.0 0.0 2.0 4.0
(¢) Membership functions regarding 1, ‘ {€) Memdership functions 4 (Z0)
Fig.2 Membership functions of lingustic variables Fig. 3 Different membership functions’s shapes

3 Optimizing Algorithm

In the proposed approach, membership functions for desired control performance are
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fo-
termined by searching the optimum point of the vector k™ = (k: k! Jk;) according to
Jevious responses. Since the parameter vector k = (k. .k, k) of the membership functions
r

rding é has the effects on control performance of a plant,J = F(k, kb or J = f(k)

g8
describe response behaviors. In order to achieve desired control performance,we

‘ ased 10
4ve 10 compute the minimum value f (k") by searching for the corresponding vector k* =

b ok Lk ). Many complex systems should be weakly defined ,so it is difficult .to get an
qact analytical model of J = F (k). Because Nelder and Mead’s simplex algorithm®" is
sitalbe for solving optimization problems in the absence of analytical models,it is used to
ptimize membership functions in operation process. To our knowledge,the effects of
(Z0O) on control performance are very weakl?) so the parameter %, is assumed to be
onstant ¢ during optimization operation. Computing the minimum value f (k™) by the sim-
Jex algorithm is briefly described as follows:

1) Start with three points ky = (¢, k" &) K, = (c k2 b)Y ky = (¢, k) and
ompute J, = f(k),J, = f(k;),and J; = f(ks). ' v

9) Find the maximum value J ;% ,the next maximum value J, and the minimum value
and the corresponding points ki kg and &,.

3) Find the center point of k; and &;:k; = 0. 5(k, + k) and evaluate J, = f(ks).

4) Reflect k; ,and k; to find k, and J, = f(k,).

5) If J, > J,,proceed to the contraction and find k, from k, = Sk, + (1 — Akyand J.
= f(k.) ,where § (0<<B<C1) is the contraction coefficient. If J, < J,,find k.from k. = Bk,
L (1 — Bksand J. = fk).

6) If J. < J,,replace k, by.kt,check convergence and if not return to step 2.1

rl’

J. > J., move to next step.

7) Reduce the size of the simplex by ki = ki -+ 0. 5(k, — k,) and k, = k, + 0.5(k,
— k) and calculate J, and J, ,test for convergence and if not retrun to step 2).
4 Simulations

In order to demonstrate the effectiveness of the proposed method,by numerical simu-
lations we test time responses for step,ramp and sinusoidal tracking control of the follow-
ing nonlinear plant:

3 + 2. 06wyy + oyt = o'u. (@

In all simulation studies, the initial values of the plant (0,5 (0),y"(0) are chosen as
zero,and the initial points of the parameter vector are chosen as follows .k, = (c,0. 25,0.
25),k, = (c,0.25,0.75),k; = (c,0.6,0.6) ,where ¢ remains unchanged in operation
process.

Simulation 1 -(Step control)

In order to obtain a small overshoot in positive step control , we use the modification of

the integral-square-error criterion:
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U;O 100, 0e*dt, e >y,
J =

UO edr, e<0 | )
as a performance index. Fig. 4 shows the step response to the nonlinear plant (w= 1, 056 <
1. 03¢ = 0. 5) in the presence of a disturbance Yais = 0. 2sin(1. 1¢). Since there is a d?‘mpin
to dissipate internal energy of the plant,we chose the parameter Kp = 1. 0,K; = 1, 0 ang
Ky = 0.0.1In this case,k* = (0.5,0.672205,0. 447884) with Sk*) =0.28601is foung by
the Nelder and Mead’s simplex algorithm. Although the amplitude of the disturbance Y <
0. 2 is quite large in comparison with y, = 1. 0,the time response shows a small Maximyy,
overshoot M, = 0. 007 and a fast settling time #, = 600ms. This simulation result shoy,

that the control scheme can efficiently cancel the disturbance in step control.

= Ya=1.0
o il 1O 4+—
B 0.8 4 = £=
0.8 = §=1.0 w=10 ¢=10
w0710 »(t)
0.6 Ka=0.0 0.64 Ka=40
K: =05 0.4 K: =05
0.4 Ky =0.672205 7 Ky =0.78144
02 - Ky =0._447884 02 4 K5 =0.436104
0.0 P £ 0.0 e WA S S V! J_S,
0.0 1.0 2.0 3.0 4.0 0 1.0 2.0 3.0 4.0
Fig. 4 Time response in the presence of a distubance Fig.5 Time response to an unstable plant
Now,we set § =— 2. 0. In this case,there is no damping to dissipate internal energy of

the plant. Although the membership functions £(NB) and #(PB) with the maximum value
ks = 0. 85 produce the strongest negative feedback,the system is still unstable. We choose
the parameters K; = 1.0,K; = 1.0 and K, = 4.0,i.e. ,we add the D controller to
dissipate the internal energy of the plant. Then,the Nelder and Mead’s simplex algorithm
is used to search for the optimum membership functions in operation process. k* = (0. 5,
0.78144,0. 436104) with f(k*) = 0. 3336 is found. Fig. 5 shows the time response with
M = 0.0064 and £, = 780ms. - ’
Simulation 2 (Tracking control)

In tracking control, the standard integral- 1.0-

square-error criterion is used to describe control 0.81

performance. Fig. 6 shows the ramp tracking re- 0.6 { Ka=00

Kz =03
sponse to the plant (0 = 1. 0;§ = 1. 0;¢c = 0. 3;K, 0.4 | Ky = 0386214
. ’ Kp = 0281128
= 1.0,K; = 1. 0;Kp = 0.0) in the presence of a 02
disturbance yq = 0. 2sin(1. 1¢). Using the Nelder s

0.0 ! * g
and Mead’s simplex algorithm,k* = (0.3,0. 1, 00 20 40 60 80 100

378873,0. 286210) With fk* ) = 0.0010535 is Fig.6 Time response of ramp tracking

found. It can be observed that the control scheme in the presence of a disturbance
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I officiently cancel the disturbance to achieve the
c

sman tracking error. 0.35 4 };"23142“1(3:11”0)

Fig. 7 shows the sinusoidal tracking response |54 s
10 the plant with w = 1.0;§ = 1. 03¢ = 0.3;Kp = 0.0 P
1,0,K1 — 1.0;K5 = 0.0.Using the Nelder and o2s) ﬁ; :8:;04774
Mead’s simplex algorithm.k* = (0. 3,0. 40474, _0'45 | , i
0.20) with f(k™) = 0.0030698 is found. The simu- 00 20 40 60 80 100

. result exhibits a small tracking error in the
lationt g Fig.7 Time response of sinusoidal tracking

sinusoindal tracking control.
5 Conclusions

This paper presents a new method to automatically optimizing a fuzzy logic controller
using Nelder and Mead’s simplex algorithm. This method does not need the strict initial
values for convergence and is suitable for systems in the absence of analytical models. The
simulation results show the effectiveness and the robustness of the proposed method.

The parameters Kp ,K;,and Kp in the control scheme can be determined by Ziegler-
Nichols technique™®. The FL controller in the control scheme is used to improve transient
behaviors ,e. g. »a small maximum overshoot and a fast setting time . If the FL controller
can not stabilize an unstale plant under the strongest negative feedback control ,the D con-

troller is added to stabilize the problem if the system is controllable.
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