£ 15%E3IM FEHEISS5 M Vol. 15,No. 3
1998 % 6 A CONTROL THEORY AND APPLICATIONS Jun. ,1998

Robust Convergence Analysis of Iterative
Learning Control Systems *
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Abstract: A feedback-assisted filtered-version learning control algorithm is proposed for tra-
jectory tracking of a general class of nonlinear systems. Without the aid of linearization,the robust
convergence of this type of learning control algorithm is estabilished with respect to the existence
of asymptotically repetitive initial conditions and periodic uncertainties.
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1 Introduction
The problem of perfect trajectory tracking has received considerable attention in the
fields of industrial robot manipulators and servomechanism systems. Among the existing
studies , Sugie and Ono™ noted the crucial role of the direct transmission term of the con-
trolled plant and clarified the necessity of the use of error derivative in the learning control
process for the plant without direct transmission term. From a practical point of view ,the ro-
bust convergence of a learning control algorithm with respect to the existence of uncertainties
and disturbances deserves special attention. Specifically,is the perfect tracking performance
of a learning control algorithm achieved as some forms of uncertainties and disturbances are
introduced? Recently,several researchers have answered this question. Ahn and Choi™pro-
posed a learning controller for SISO LTI systems in the presence of a periodic disturbance.
Hacl®lexamined the properties of learning controllers for LTI systems with respect to the ex-
istence of periodic state disturbances and imperfect measurements. Porter and Mohamed™
considered learning control of partially irregular MIMO LTI plants with initial state shifting.
In addition,Choi and Jang™studied the learning control for a general class of nonlinear sys-
tems in the absence of uncertainties. However, the existing studies can present fragmentary
results about such robust convergence problem for nonlinear systems. The objective of this
paper is to examine the robust convergence properties of the proposed learning control algo-
rithm for a general class of nonlinear systems in the presence of shifted initial conditions,
state uncertainties and output disturbances.
2 Problem Formulation and Preliminaries
Consider a general class of nonlinear systems described by
xe(8) = f(xe(®) yu, () + 7)), (1a)
y:e(@) = gz ()1, () + §. (@), (1b)
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where £ is the iterative index. For all# € [0,TJand ¥ ,z,(¢) € R"is the state vector, u,(z)
€ R is the input vector,and y,(¢) € R™is the output vector. The functions f:R” X R” > R"
and g: R” X R"—R"are assumed to be unknown. Here, 7,(t) € R", and §,(¢) € R"represent
some unstructured uncertainties due to state fluctuations or periodic disturbances.

The problem is now formulated as follows. Given the system (1) with the uncertainties
7, (¢) and £ (¢) ,find ,using a learning technique,an appropriate input sequence to generate an
output trajectory y;(¢),¢t € [0,7] within the e- bound of the desired trajectory v,(¢),¢t € [0,
T1].

For solving the problem,we adopt the feedback-assisted filtered-version update law

%) = a(@ @) + B(v(t))z:(), (2a)
w, (1) = c(v, () + D(v,(¢))2,(t), (2b)
211 () = L (3, () st) e (1) (2¢)
24 () = Ly (3. (2) st)er(2) s 2d)
Upt1(8) = w0, (8) + ' (a1 () s D)W (8) + Ty (3, (8) 51w, (2) (2e)

where,for all¢t € [0, T Jand V¥ &,v,(z) € R",w,(t) € R™and z,(t) € R™are intermediate vec-
tors; e,(t) = y,(¢t) — v,(¢) is the output error. The initial condition v, (0) is assumed to be ze-
ro. Herea(+),B(+),c(+) and D(+) are the given matrices with appropriate dimensions. L, (e,
*)sL,(sy +)yand I'; (o, ) and I', (¢, ¢) are the gain matrices which are chosen to be bounded
on R"™ X [0,T7].

In order to make the problem more tractable,the learning control system described by
(1) and (2) is restricted to have the following properties:

Al) For system (1),let S denote a mapping from (x,(0),2,(),7.(),t € [0,T]) to
(z, ()5t € [0,T]) and O denote a mapping from (x,(0) 2, (), &, (&) st € [0,T ] to (3:(2) ¢
€ [0,T]). Then,for each x,(0) with the uncertainties 7,(z) and &,(¢), the state map S and
output map O are one-to-one.

A2) The functions f(+, *) and g(+, *) are uniformly globally Lipschitz in x and . That
is » || ACxiu) —h(xyu) || <k (||l 2y —2; || + || uy —u, || ) for some constant &,k € {f,
gh.

A3) The functions a(+) and c(-+) satisfy Linear Growth condition in v. That is ,
| A(v) || <k, | v for some constant k,,h € {a,c}.

A4) The function g(+, ¢) is differentiable in #, and for all x € R",u' € R",i = 1,5+ ,m,

the matrix
d
W& (z,u")
Ds(x9ul s u”) =

a m
S &m (xsu™)
is bounded by the norm bound &p, .
A5) The functions B(+) and D(+) are uniformly bounded on R’ by the norm bounds b5

and &, , respectively.
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A6) For all £ ,the initial state 2,(0) of the system is bounded. Moreover ,the uncertain-
ties 7 (¢) and {,(¢) are bounded on [0, TV k.

To assist the presentation of our results we need the following lemma:

Lemma 1 Let ds be a sequence of real number which converges to the limit d.. as
k — oo, Suppose that a, is a sequence of real number such that

pay + qap, S diy p>—4q = 0.

Then lir:lscgp a, < ;i‘:_q
— %’tk - é—_i,—dﬁ’ and p = — q/p yields s < Psi—1 + t .
Since the sequence d;is convergent,then for every € ~ 0 there is a K such that,for all £ > K,
|d, — d| << pe. Thus,as £ > K

Proof Defining s, = a,

sy < psp—, + &
It follows from 0 <C p <C1 that

lirﬁsfps" << ﬁ

Hence ’h‘Z}.S;lps* < 0 due to € being arbitrary. Now using the definition of s, one can obtain the
lemma. -

For brevity,in the sequel,we denote A(+)y = (*)a — ()4, and 8(*), = (g, — ¢
3 Input Error Convergence

In this section we prove the uniform convergence of learning control algorithm (2) with
Iy =1Iand ", = I.Assumption Al) implies that given the desired trajectory ya»t € [0,7]
for system (1) with initial condition z, (0) and uncertainties 7,(t) and §,(2), there exists a
control input u,(¢) ,t € [0,7] such that the following differential equations are satisfied

za() = fxa(@®),ua@®) + @), (3a2)
ya () = g(xa @) ,us(@)) + 520, (3b)

We now state one of the main results as follows:

Theorem 1 Let the system described by (1) satisfy the assumptions (A1)~A6))and
use the update law (2) with I'; = Iand I', = I . Assume that the gain matrices L, and L, are
chosen such that

Bla<1,

where « = 1/ sup. ([T + D@E)L (y@),)D(x(®) u @) s+ ,u"(®)] 7| s and B =
eSEJOPT] | I — D@@)L,(y@),)D(x@),u' @), 0" () ||. Then the input error u,(t) —
u;(t) converges to zero uniformly for allt € [0,T] as k = oo whenever limxk(O) = z,(0),

}il?ﬂ"(t) = 7,(¢) and ’lzi*tgé’k(t) =¢,@) for allt € [0,T].
Proof It follows from (1b),(2)and (3b) that
Avpy = Buy — Wy — Wy
= Au, — (V1) — D)Ly (g stdeny — c(wp) — D{(v) L, (e t)e
= Au, — c(vpyy) — c(vy)

— D) Ly (yena w2 {g (Xprrstta) — & (Tana sipry) +8(xasua) — gz sua) + A5}
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— D)Ly (e s {g(xisus) — glxisup) + glxasug) — glxp,uy) + ALY, 4)
Using the mean value theorem, (4) gives
[ + D)Ly (Va1 58) Dory 1y 1Bty
= [I — D@Ly (3s5t) Dy 100y, — c(vayy) — c(un)

— D DLy iy 158D (g (xarua) — 8(xpsrsuea) + DLpyr}

— D) Ly (yist) {g (xasus) — g(xirus) + AL, (5)
whereDy = D (zp,ut,+,u™) i € {fug + (1 — Duy},0 <O 15 and Deeyyy = D, (2ay15u'
o)’ € {Buy + (1 — Dupyr},0 <0< 1. Then,taking the norms of (5) yields

| Aotys | < [ T + Dy DLy Yagr 958 Deera ) I { 1 I — D) Ly (i 52D Dy I} Aw ||

+ e | + o |l

+ I D) | I Liigr8) | Cll g Crasrea) — g(@pgrsua) |+ 1| ALerr 1D

+ ” Do) || || Lo(yes®) ” ( “ g (xyyuy) — g(xpsua) I+ “ A%, ” )} (6)
and using the bounds,Lipschitz conditions and Linear Growth conditions,we have

@l Buppy | <P Due | + 6Cll Az | + M wers 11D
+ oAzl + No ) +6.C1 &L | + 1881, ("

where b, = max{bpb 1k, ,bpbrsk, k. } and b, = max{bpby, ,bpb;;}. Here, by, and by, are the norm

bounds for L,(+, +) and L,(+, *), respectively. Now,integrating (1a) and (3a) gives

I Az I| = Il 820> + [ (f Gartead = f(@arte) + Anibdr |
<8 | + [yl b | + 4| 8| + | b7 1Dd, ®
and then integrating (2a) gives
loll = Il (e + B LetsDedde | < [ hellwn | + bobss L |
<[ kol + babioCh, 8| + b0 || B | + 186 1) ®

Adding (8) and (9),it follows that
Az || + [lve |l < AzeCO) || + L{ba( | Az | + llve | ) + &4 || Dol

+b:Cl A7l + | AL ) }dr, (10)
where by = max {k; + byby b, ks + bsbrok, k. } sby = max{k; + bybribp, ks + bsbrybp, ) and by =

max {bgby1,b5b1,,1}. By applying Bellman-Gronwall lemma to (10),we obtain the following
relation

Az, | + vl < || AzeCO) || eba'+j;e"a<‘-”{'b4 | Auy | + &sCll A7 || + 1| AL || )}z,
11)

combining (7) and (11) gives rise to
a|| Dy | <P Bty | +b1b4ﬂeba“_’)( | Ay | + 1l Ay || Ddr
+ 0’ (|| Azyi (O || 4 || Az (O) ||
+b1bsf;eb3“">< I A7l + A7+ | AGa | 4+ 1 A% [ )dr
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+ b6l A%y I + | AL D, a2)

Multipling both sides of (12) by e “(A>b,),t € [0,T], and applying the definition of the A-
norm,we have

a |l Duyyy . << B I Auk;” Tt Eerrs (13

1 — e®;=PT 1 — e~ AT

where a = a — b,b, T—b—a———vp = B+ &b, v yand &4, = b, (|| Az (0) || +

ROCT 1 — e®PT ‘
_T( | Aeir |2 + || A% | + &:bs _ma_( | Apsy IF 2 +

| Azi(0) 1) + bibs 2
I AL D + o Cll ALy Fa + 1AL D.
Since #<C a ,we can choose Alarge enough such that < a. By Lemma 1,the control in-

put error is thus bounded as

lime,
limsup || Aw, || + < k*j : 14
k—moo a /3

It follows immediatelly that the right-hand term of (14) will tend to zero as }imxk(O) =
x,(0) ,}imm @) = 7,@) and zimfk(t) = ¢, () for allt € [0,T].Moreover,from the definition
of the A- norm,we see that sgpﬂ | Aw, || = 0 as & — co. The proof is complete.

t o,

Remark 1 To obtain the convergence result for || e, || we can'use the following rela-

tions
e Us—NT

| Az || 2 << | Az (O) | + Cosll Aug a4+ I A7 1 D 1—;_7

(15)
as A > k,and
lexll s < kg |l Az || 2+ b, | e [l 2 4= 1| AG | 25 (16)

with || Aw, || being convergent as stated in Theorem 1.
4 Output Error Convergence

In this section,we restrict our consideration to a simpler form of update law by replacing
z, with e, in (2a),(2b). This learning algorithm has the following convergence properties.

Theorem 2 Let the system described by (1) satisfy the assumptions (A1)~A6)) and
use the update law (2) with L, =1 and L, = I . Under the condition that the uncertainties are
asymptotically repetitive,i. e. ,for all# € [0,T'] ,there exist the specified vectors x°,7°(#)
and £°(¢) such that lirgxk(O) = x°,}i*rg77,,(t) = 7°(z) and grgfk(t) = {°(#), and the gain matri-
ces I'; and I'; are chosen such that

B/a<<1,

where ¢ = 1/ tesl}ég‘] [T + D,(x@),u' @), ,u" O (y@),)D@w@))] | ,and B =

sup || I — D,(x(@),u’ (#) e, @I (y),t)D(v(®)) || . Then the output error e,(¢) con-

te[0,T]
verges to zero uniformly on [0,7"] as k — oo,

Proof It follows from (1b) and (2) that
€rt1— € — (Vi1 — Vi)
= e, — {g(@pr1sups1) — g(xprm) + 08, ). an

Using the mean value theorem, (17) gives
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[I 4+ Dyl (3es1 5D D(vpyr) e
= [I — Dyl (34D () Je,

— {g@ir1rter1) — 8(@hsttir1) + Dl 1 (Yey18)c(0prr)

+ DIy (ypstde(vy) + 08, ‘ (18
where Dy = Di(zysu’ oo su™) s’ € {fuy + (1 — Duyyy},0 <<I< 1. Then,taking the norms
of (18) yields

lesrr | <N + Duly (e s)D 0 DTN T — Dyl (34 DD ) || |l e |l
+ lg@inug) — g@ou) | + I Dl I Ty (asrst) |l e o) |l

F I Dull I Toys) | e I + 1881}, (19)
and using the bounds ,Lipschitz conditions and Linear Growth conditions ,we have
allen | <Blell +oCloxll + Noer | 4+ ol 4+ 18510 (20)

where b, = max{bpb,,k.,bpb..k.  k,}. Now,integrating (1a) gives

” 3I/e ” == ” 61'&(0) + J;{f(xk+1’uk+l) e f(l‘/z suy) + 577k}al' ”

< 1820 | + [ (ke 020 | + ksbraChe v | + o lleas 1)
+ kb kvl +bpllell)+ | ol }dr, QD

where bp; and by, are the norm bounds for I', (¢, +) and I',(+, +), respectively,and then inte-

grating (2a) gives
loel <[ R loll + 8y I el de. @)
Combining (21) and (22),it follows that
182l + Nore |+ Ho < 1oz I+ [ @Clom ) + Touw |l + ol

+ bl esri | + lell )+ |l on |l }de, (23)
Where bZ Th max{kfykfbrlkc + ka ’kfbpgkc “‘l— ka} ,and b3 = max {kfbplbl) + bB ,kfbpsz + bB}- By
applying Bellman-Gronwall lemma to (23),we obain

| 0z | + I oars I+ |l v I
< |10z, €0) || e +J by ewsa | 4+ Nelt) + (1671l }d (24)
Substituting (24) into (20) gives rise to

allenss | <Blenll + 68 ] 50 Cllewsa | + e | e

+ bie” || 8z, (0) || + blfoe"z<f~f> | 67, || de + || 8¢, || . (25)
Multipling e™*,withA > 5,, to both sides of (25),we have
alley, < B e |2+ &trs . (26)
— 1 — eW=AT 1 — e—T
where @ = a — b4, TA—5, B = B + b, WQand €1 = b || O () || +
2
1 —e® AT
b, —Ae—nmnﬁ B

Since B <a ,we can choose Alarge enough such that < a . By Lemma 1,the output error
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is thus bounded as
lime,

liﬁsgp el << :’—jﬁ . @n

Now it is easy to obtain the theorem in view of the conditions.

Remark 2 From Theorem 1 and Theorem 2,we see that the canvergence of learning al-
gorithm (2) only requires that 2, (0),7,(¢) ,and {,(¢) are asymptotically invariant after suffi-
cient trials. It is a milder convergence condition than that required in the previous literature.

Remark 3 Using the update law which is of the form of linear time-varying filter,Sugie
and Ono'™ derived a sufficient condition for the nonlinear systems with the dynamical part
{a(t,z) B(),c(t,x),D()}, and claimed the validity of their results if the direct transmis-
sion term D depends on the state variable x but did not give any rigorous proof ,which implies
that Theorem 2 is thus a natural extension of the previous results.

5 Concluding Remarks

In this paper,the proposed feedback-assisted filtered-version learning control algorithm
have been characterized by assuming the asymptotic repeatability of initialization and uncer-
tainties. The robust convergence proofs have been provided for a general class of nonlinear
systems. Particularly ,the sufficient conditions for uniform convergence can be easily satisfied

by choosing the gain matrices in the presented update law.
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