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Abstract ;' Space priority and time priority are two categories in priotity queueing systems. In
the paper,we focused on time priority,and analyzed some buffer scheduling algorithms such as
buffer sharing,partial buffer sharing;and buffer separation. In the result,we find that buffer sepa-
ration can effecfively decrease the expiration probability of real-time customers with low realization
complexity.
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1 Introduction

' According to different Quality of Service (QoS),arriving customers can be divided into
several priorities in a queueing system. For example,the current ATM-based Broadband Inte-
grate Service Digital Network (B-ISDN)offers a unique bearer to service for different sources
such as voice,data and video. Real-time sources 'like voice,video must be transfer from origi-
nation to destination in a restricted session,but nonreal-time source like data has not strict
requirement for delay in the network. If only one kind of QoS is provided for various sources,
a lot of network resources that are allocated to low QoS sources will be wasted when strict
QoS requirements for some sources are satisfied. If various sources have been provided differ-
ent QoS according to their priority ;network can acquire higher throughput. Buffer control is
an effective way to enforce priority of services.

There are two categories of dividing priority classes of customers ,space priority and time
priority disciplines. Space priority discipline is a kind of buffer admission policy that ensures
their different loss probability by discarding selected customers with low priority. Time pri-
ority discipline is a kind of customers scheduling policy that rearranges the order of the cus-
tomers which will be served to ensures their different sojourn time requirements in the Sys-
tem. Both of the disciplines may be also used at the same time.

Kroéner has analyzed M/D/1/k éystem with space priority, and compared the perfor-
mances of three kinds of buffer scheduling algorithms such as push-out mechanism , partial
buffer sharing and route separation in[17. This paper is concerned with time priority disci-
pline, which can be used to ensure the different delay requirements for various sources in
telecommunications network. While a real-time customer’s sojourn time in the system is lar-

ger than a threshold 7(T' > 0), it will expire, and be discarded by the system. For decreasing
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‘expiration probability of real-time customers,they are marked higher time priority. Therefore
customers can be divided into two classes according to their différent requirements of sojourn
time in the system. Class 1 stands for real-time customers with higher prxorlty,and Class 2
stands for nonreal-time customers with lower priority.

In this paper,we have compared the buffer scheduling schemes such as buffer sharing,
partial buffer sharing and buffer separation. In Section 2, some basic assumptions of the pa-
per have been defined. The formulas of loss probability and expiration probability are de-
duced in Section 3. In Section 4,some numerical examples are illustrated. A brief summary of
main results is given in Sectlon 5.

2 Assumption ’

It is assumed that the waiting room for arriving customers is £ in the system. Newly ar-
riving customers only those who find the system with strictly less than £ customers will be al-
lowed entry. Further arriving customers will be refused to enter into the system and depart
immediately without being served while. the buffer is full. Arriving customers are divided into
two classes. Class 1 stands for real-time customers,which has a strict delay.requirement ,that
is,its sojourn time in the system can not be larger than a threshold T(T > 0). Class 2 stands
for nonreal-time customers,which has no such requirement. Class 1 is signed as high priori-
ty,and can immediately interrupt service of Class 2 to gain the server,called: preemptive pri-
ority. Assumed that customers of both classes will be generated according to two independent
Poisson processes with parameter 4, and 4; , respectively. There is a server with negative-
exponential distribution at service rate u for both classes. Therefore,the system can be abbre-
viated to the form of M, + M,/M/1/k.

3 Scheduling Algorithm Analysis

Some buffer scheduling algorithms,such as FCFS,buffer shar1ng,part1al buffer sharmg
and buffer separation,are analyzed and compared in this section.

In the following,we denote that'p = (A, + A )/# pr = A/ pspr = A //J
3.1 FCFS

This is a kind of simple queueing system with first comer first service (FCFS) rule. In
the system,there is no priority control for arriving customers.

Because waiting room is finite,it always exists an equilibrium solution in the system. We

can obtain probability function distribution of queueing length in the system.
1
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Pn = n=0,1,2,,k. (1)

Probability density functioh of customer’s sojourn time in the system is
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Loss probability of customers is refered to that when which a further arriving customer
finds that the queueing length in the buffer is 2. In FCFS system,there is no priority control
for arriving customers. Hence,the less probability of both Class 1 and Class 2 will be identi-
cal,and are only related to A, -+ A,. Therefore, the formula of both real-time and nonreal-tinie

customers’ loss probability is

1 _
EFi’ p=1,
Ploss = (1 — p) 3 (3)
?%g‘, o # 1.

The expiration probability of Class 1 is that a customer’s sojourn time is larger than a
- threshold T(T" >> 0). In FCFS system,the expiration probability is
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3.2 Buffer Sharing ’

In this algorithm,both real-time and nonreal-time customers are sharing a public buffer.
Class 1,real-time customers,have pre-empty priority ,which means Class 1 can interrupt ser-
vice process of Class 2 at any time. When there is no customer of Class 1 in the system,Class
2 can get the server. No customer can interrupt service process of Class 1. Therefore, the
customers of Class 1 are always queueing in front of all of Class 2 in the buffer. A newly ar-
riving customer of Class 1 that finds buffer is full can push-out one of Class 2 in the queue
and enter into the system. A newly arriving customer always queues in end of homogeneous
customers which already existed in the queue. A further arriving customer that finds'buffer is
full with homogeneous customers will be refused into the system and depart forever.

According to buffer sharing algorithm, the loss probability of Class 1 is that when a
newly arriving customer of Class 1 finds buffer is already full with homogeneous customers.

Thus,we can get the loss probability of Class 1,
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The loss probability of Class 2 is the combined traffic’s loss probability while there is no
loss of Class 1. Hence,
Proncealtime = Ploss ™ Preal-time- (6)
We can obtain the formula of loss probability of Class 2 from equations(3) and (5),
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The expiration probability of Class 1 is
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3.3 Partial Buffer Sharing

Combined traffic enters a common buffer with total 2 waiting room. When queueing
length in the system is larger than &, (2, < k) , a newly arriving customer of Class 1 will be
refused into the system and depart forever,but of Class 2 can still enter the system until all
of the waiting room is full. We call it partial buffer sharing algorithm.

According to the rule of this algorithm,arriving customers of Class 1 will be lost while
queueing length is larger than &, . Hence,the loss probability of Class 1 is of combined traffic
with buffer size £,. Thus,

1 .
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real-time ~
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" The formula of the expiration probability of Class 1 is
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The loss probability of Class 2 can be deduced by using birth-death process. Because the

buffer size is finite,we can always obtain equilibrium solution. The loss probability of Class 2
is
Pncnreal-time = Plc == {Oklpgwﬂklp()’ (11)

where p, is given by

k
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po= 2+ 23 0] =[] (12)

1

3.4 Buffer Separation

 In this algorithm,buffer is divided into two separated parts By and B, ,and their capaci-
ties are k, and £, ,respectively. An arriving customer of Class 1 and 2 will enter B, and B, ,re-
spectively. Hence ,we know that there is no interaction each other for obtaining space of the
buffer. Assume that customers of Class 1 can get server with preemptive priority,the loss
probability of Class 1 is only related to %, with no effect of Class 2. Thus, the formula of
Class 1 loss probability is ‘

1,
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1 ; .
ma o =1,
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The expiration probability of Class 1 is
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The loss probability of Class 2 is
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4 Numerical Analysis

For simplifying calculation,we assume that both of classes’ arrive-rate is equal,that is,

l+x k

A, = A,. Assume that p = ——= = 0.8, and &, = 5 I N

 Numerical results show tha‘c the expiration probabilities of Class 1 under both buffer
sharing and buffer separation algorithm will incresae along with the augment of ratio A,/ (4
-+ A,) (see Fig.1). There are no relation between the arriving ratio and the expiration proba-

bility of Class 1 when using other algorithms,but with a higher expiration probability than
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Fig. 1 Indifferent arriving ratio at the traffic, Fig. 2 'In different buffer size, the expiration
the expiration probability of Class 1 ' probability of Class 1

the above (just as the limiting value). Therefore,both buffer sharing and buffer beparation
can meet the requirement of real-time customer expiration probability. From the numerical
results ,we know that the system can acquire better real-time performance by using the algo-

rithm of buffer sevaration.
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Form Fig. 3 and 4,we can see that both classes’ loss probabilities decrease along with
growth of buffer size .. On the other hand,see Fig. 2,the expiration probability of Class 1
has a big decrease along with £ in the case ‘that & is not big,and becomes stable while % is big
enough (such as 2 > 20). Therefore,the buffer size must have a trade off between the loss
and explratlon probablhty : , . ;

~Table 1 shows the system performances under dlfferent scheduhng algorlthms. :

Table 1 Comparison of different scheduling algorithms

FCFS Buffer: - Partial ‘Buffer  ‘Buffer: 7
System Shari.ng Sharing Separation
Expiration Prob. of Class 1 High - Low High Low
Loss Probability of Class 1 High Low : High . Low
Loss Probability of Class 2 . High High Low . .. Low
Realization Complexity Low High ) Low .. . Low

5 Conclusion

In the paper,we have analyzed several buffer scheduling algorithms such as buffer shar-
ing, partial buffer sharing and buffer separation,and compared them with FCFS system,
which has no priority control for customers. We can see from the numerical results that
buffer separation can meet the requirement of expiration probability of real-time customers
effectively with lower realization complexity. Buffer sharing can also satisfy the requirement
of expiration probability of real-time customers effectively with low loss probability,but its
realization complexity is high. Therefore, buffer sharing can be used for those systems in
which both loss and expiration probability of one kind of customers have been strictly re-
quired. In the algorithm of partial buffer sharing,time priority control can not be realized be-
cause the loss probability of real-time customer is high. On the other hand,becuase a strict
loss probability of one kind of customers can be ensured with lower realization complexity,
the partial buffer sharing algorithm can be used well in the system,which one class of cus-

tomers has very strict loss probability requirement. It is coincide with the analysis results in

(1]
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