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Convolutional neural networks model compression based on
feature selection for image classification

ZOU Yue-xianf, YU Jia-sheng, CHEN Ze-han, CHEN Jin, WANG Yi
(ADSPLAB/ELIP, School of Electronic and Computer Engineering, Peking University, Shenzhen Guangdong 518055, China)

Abstract: Deep convolutional neural networks (CNN) feature extractor (CNN-FE) has been widely applied in many
applications and achieved great success. However, evaluating shows that the CNN-FE holds abundant parameters which
largely limits its applications on memory-limited platforms, such as smartphones. This study makes an effort to trim
the well-known CNN-FEs, AlexNet, to reduce its parameters meanwhile the image classification performance almost
remains unchanged. This task is considered as a CNN-FE model compression problem. Through carefully analyzing the
parameter distribution of AlexNet, we find about 99% of parameters are in its fully connected layer but the deep features are
redundant for image classification tasks with small number of categories. Moreover, we propose to convert the CNN-FE
model compression problem into a feature selection problem. Specifically, a feature selection method, which is based on
mutual information and a novel criterion related to the classification accuracy and the compression ratio, has been proposed.
Image classification experiments on a public scene categories database and our self-built wireless capsule endoscope (WCE)
bubble dataset show that our proposed CNN-FE model compression method reduces more than 83% size of the AlexNet
while almost maintaining the classification accuracy.
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1 Introduction

Undoubtedly, the outstanding performance of con-
volutional neural networks (CNN) in ImageNet2012
has brought revolutions to the computer vision!!!, which
drew broad attention in both academic and industrial ar-
eas. A huge amount of research showed that deep CNN
has been continuously advancing the image classifica-
tion accuracy!! ™!, meanwhile it can be also treated as
a generic feature extractor for various tasks such as ob-
ject detection!*!, semantic segmentation!*®!, image re-
trievall”! and etc.

It is quite clear that deep CNN, such as AlexNet!!!
and, is extremely effective in various computer vision
task as a feature extractor (CNN-FE), but they require
a big dataset for training and tuning their huge number
of parameters'®1%. Due to the large quantity of model
parameters, it is difficult to apply the well-trained CNN-
-FE on a memory-limited platform, such as smartphones
and portable devices. Therefore, there are some efforts
have been made to trim the CNN-FE model. Gong et al.
tackled the CNN-FE model storage problem by investi-
gating information theoretical vector quantization meth-
ods for compressing the parameters of CNNs!!'!l. Denton
speeded up the bottleneck convolution operations in the
first layers of a CNN by a factor 2—3 x using low-rank
projection approach, while compressing the fully con-
nected layers by using SVD!'?). Han et al. proposed
a three-step method to learn only the important connec-
tions in fully connected layer to compress the CNN!3,
However, it is noted that the methods discussed above all
modified the original CNN architecture, need to retrain
the CNN by using the original training set and evaluat-
ing the performance by the original testing set. There-
fore, we can see that these methods treat the CNN as an
end-to-end trainable classifier instead of a generic feature
extractor. Essentially, these methods can not be consid-
ered as CNN-model compression methods and they are
not suitable for transferring the well-trained CNN as a
generic feature extractor to dataset with small number of
categories and memory-limited applications.

In this paper, we strive to propose a novel CNN-
model compression method to transfer the well-trained
AlexNet feature extractor (AlexNet-FE) to the image

classification task with small number of categories. First-
ly, the distribution of parameters in AlexNet-FE is care-
fully analyzed, and it is found that 99% of the param-
eters are in the fully connected layer. Secondly, when
the response of every unit in the fully connected layer is
treated as an independent feature value, the redundancy
of the features can be calculated through mutual infor-
mation. Thirdly, the CNN-model compression problem
is converted to a feature selection problem. Therefore,
aiming at compressing the CNN-model while maintain-
ing its classification accuracy, we propose a feature se-
lection based on mutual information and a novel selec-
tion criterion, which is directly related to the classifica-
tion accuracy and compression ratio. Experiment results
of scene categories database!'*! and WCE bubble dataset
show that our proposed method reduces more than 83%
parameters of AlexNet-FE while almost retaining the
classification accuracy.

The rest part of this paper is organized as follows:
In Section 2, the distribution of parameters of CNN-
FE and the redundancy of deep features are presented.
The proposed CNN-model compression method based
on feature selection and a novel selection criterion is in-
troduced in Section 3. The experimental results are gi-
ven in Section 4 and conclusions are drawn in Section 5.

2 Architecture analysis of AlexNet-FE

Just to prove our research motivation and consider
the page limitation, in this subsection, we take AlexNet
as example. According to [7, 10], the responses from
the higher-level layers of AlexNet have been proven
to be effective generic features with benchmark image
classification performance on various image datasets.
To make the presentation clear and differ the origi-
nal AlexNet from the compressed AlexNet, the original
AlexNet and the compressed AlexNet are respectively
termed as AlexNet and C-AlexNet in the following pa-
per.

Generally, the first six layers of the AlexNet are tak-
en as a generic feature extractor (termed as AlexNet-
FE), the architecture of which is shown in Fig.1. The
parameters about each layer of AlexNet-FE are de-
scribed in Table 1. The details about AlexNet are de-
scribed in [1].
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Fig. 1 The architecture of the AlexNet feature extractor
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Table 1 The parameters of AlexNet-FE

Layer Number of Number of Width of
(k) Type feature neurons convolutional

map n kernel s

0 input 3 — —

1 convolution 96 — 11

2 convolution 256 — 5

3 convolution 384 — 3

4 convolution 384 — 3

5 convolution 256 9126 3

6  full connection — 4096 —

2.1 Distribution of parameters in AlexNet-FE

Let’s define N (k) as the number of parameters in
kth layer of AlexNet-FE.

Firstly, the number of parameters in kth convolu-
tional layer is calculated as bellow:

N(k) = nk_lsink +ng, k=1,2,--- .5,
ey
where ny is the number of the output feature maps in
the k-th convolutional layer, n;_, is the number of
the output feature maps in the (¥ — 1)th convolutional
layer, sy, is the width of the convolutional kernel. And
ng = 3 is the number of channel of the input image.

Secondly, the number of parameters in the fully
connected layer (k = 6) is calculated as

N(G) = Nconvs X Nfc + Nfc, (2)

where Nconys 1S the number of the output neurons of
the 5th convolutional layer, ng. is the number of the
neurons in the fully connected layer.

Moreover, we can define the following ratios:

Ry (k) = N(k)( izv(a», k=1,2--,6. (3)

According to (3) and Table 1, the ratio about the
number of parameters of every layer in AlexNet is
computed and shown in Fig.2. From Fig.2, it is ob-
vious that the number of parameters in all the convo-
lutional layers are much less than the parameters in
the fully connected layer where about 99% of the pa-
rameters are in the fully connected layer. From Table
1, we can clearly see that 99% of the parameters are
in the fully connected layer. Therefore, in order to re-
duce the number of parameters in AlexNet-FE, it is
a straightforward idea that we should focus on reduc-
ing the number of parameters in the fully connected
layer. Moreover, from (2), we can see that the num-
ber of the parameters of the fully connected layer can
be reduced by reducing nconys or ng. In this paper,
we make an effort to reduce ng. to compress the O-
AlexNet-FE model.
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Fig. 2. The ratio of number of parameters of every layer

To differentiate the notation of the number of out-
put neurons in the fully connected layer (ng), we
denote ng._g as the number of the remaining out-
put neurons in the fully connected layer of the C-
AlexNet. Accordingly, the compression ratio of the
C-AlexNet-FE is defined asp

Com(ng.—s) =
( i N(k)+ Neconvs X nfcfs"i‘ nfcfs>/( i N(k))
k=1 k=1

“4)

From Fig.2, It is noted that the number of parame-
ters in all the convolutional layers are much less than
the parameters in the fully connected layer. There-
fore, Eq.(4) can be approximated as

Com(ng._g) ~
Neonvs X Nfc—s T Nfc—s

Neonvs X Nfc + Nfc
Nfc—s

Nfc
2.2 Analysis of redundancy in deep features

y Nfc >> Neonvs- (5)

Supposed by [7], the responses of the fully con-
nected layer in AlexNet are treated as the deep fea-
tures which are termed as F, € R"f, and the ith en-
try Fv(l) can be viewed as an independent feature. In
this section, by calculating the mutual information be-
tween F\gi) and the ground truth label y € R, we ob-
serve that the deep features have redundancy. These
observation reveals that the dimension of F, can be
further reduced, which means we can use less num-
ber of neurons in the fully connected layer to remove
redundant features (ng. < ng_g). The problem be-
comes how to select the ng._¢ neurons from ng. neu-
rons. Our derivation details are described below.

In probability theory and information theory, it is
well-known that the mutual information (MI) of two
random variables is a measure of the statistical depen-
dency between these two variables. The smaller MI
is, the more independent the variables will be. When
two variables are independent, MI becomes zero.

Hence the mutual information between F\Si) and
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y can be computed as
MI(FY,y)= H(F)+ H(y) - H(F",y),

v
(6)
where H (Fy)) and H (y) are the marginal entropies,
H (F‘fi),y) is the joint entropy of F‘fi) and y, and
MI(FY ) € [0,1].

Therefore, the smaller MI(F‘@, y) means that
F\Si) and y is less correlated. For the image classi-
fication task, the smaller MI(F\EZ),y) also indicates
that there are less contribution of F\Si) in classifying
the image to y category and F\gi) is redundant.

Based on the basic principles discussed above, it
is possible to visualize the redundancy of the deep
features. We calculate the histograms of the mutu-
al information of deep features with scene categories
database!'*! and WCE bubble dataset and plot them
in Fig.3 and Fig.4, respectively. Since Fig.3 and Fig.4
are computed from two different datasets, we can ob-
serve they have clearly different distributions. More-
over, we observe that majority values of the mutual
information between deep features and category la-
bels are in the range from O to 0.4, which means that
many entries of the deep features are less correlated
with the image categories. In other word, for image
classification with these two datasets, the deep fea-
tures extracted by the AlexNet-FE are of redundancy.
Motivated by these observations, we make an effort
to reduce the dimensions of deep features by select-
ing the most category-related features.
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Fig. 3. The histogram of mutual information of deep features
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Fig. 4. The histogram of mutual information of deep features
with WCE bubble dataset

3 Proposed CNN-model compression meth-
od

In this section, we firstly introduce the relation-
ship between the feature selection and model com-

pression. Secondly, we propose a feature selection

method based on the mutual information and a novel

selection criterion.

3.1 The relationship between the feature selec-
tion and model compression

As described in Subection 2.3, the deep features
extracted by AlexNet-FE are redundant for image
classification task with small number of categories,
such as with fifteen scene categories and WCE bub-
ble data.

As shown in Fig.1, Wgc and Bpc are the pa-
rameters of the fully connected layer, where Wgc €
R™e*Meonvs jg the weight matrix between the 5th con-
volutional layer and the fully connected layer, Brc €
R™e is the bias vector of the fully connected layer.

Let us denote Mg € R™ec—s*"c a5 the selecting
matrix for the feature selection. The selected feature
Fy' € R™e—s is given by

F! = M,F,. @)

Besides, we denote F5 € R"conv5 ag the response

of the 5th convolution layer in AlexNet-FE. There-
fore, we have

F, = WycF5 + Brc. 3)
Substituting (8) into (7), we get
F, = M;WycFs + M, Brc. ©)

Then the after selection, Wgc_g € R"™fc—s*Mconvs
and Brc_s € R™e—s can be computed as

WFC—S = MSWFC7
BFC—S = MSBFC- (10)

As we designed that ng._g is smaller than ng. after
feature selection operated, Wrc_s and Brc—_g are es-
sentially the compressed weight matrix and bias vec-
tor of C-AlexNet-FE, respectively. Therefore, with
the feature selection, we can not only reduce the di-
mension of Fy, but also reduce the parameters of the
fully connected layer by compressing Wrc and Brc.
3.2 Feature selection approach

In this subsection, a feature selection approach us-
ing mutual information is proposed to determine the
feature selection matrix M.

In order to preferentially select the features that
are most correlated to the ground truth label (cate-
gory), the features are firstly sorted according to the
mutual information between the feature vector F, and
the label y in descending order, which is denoted as

XS - {F\SSI)7 F\£SQ)7 U 7F\§S4096)}7 (11)

where X is the sorted feature set, which satisfies the
conditions MI(F{*V ) > MI(FY ) > ... >
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MI(FV(S4096)’ y).

Then, the feature subsets denoted as Xé, which
contains the first j element of Xg, are created as can-
didate feature subsets, denoted as

Xé':{F\SSQJF\gSﬂa”' 7F\£Sj)}7
j=1---,4096. (12)

The optimal feature subset X g* is determined ac-
cording to the following selection criterion
jt= argmax(Sco(Xé)), (13)
J
where Sco(X. é) is a score function for the feature sub-
set X2
There are different methods to design the score
function. Most commonly, it is defined by the classifi-
cation accuracy. In this study, our goal is to compress
the AlexNet-FE meanwhile to maintain the classi-

fication accuracy. From this point, we design the
Sco(XY) as

Sco(X2) = Scodrop(XZ) X Scocomp(X3), (14)
where

SCOdrop(Xé) = ea[Acc(X§> _ ACC(X§U96>]’
Scocomp(Xé) =1 — Com(j).
(15)

In Eq.(15), Acc(X é) is the classification accuracy
for the feature subset X g Acc(X§%%) is the classifi-
cation accuracy of the AlexNet-FE.

Com(j) is the compression ratio for the feature
subset X é, which is defined in Eq.(5).

Super parameter a is used to trade off the impact
of the accuracy and the compression ratio. Specifi-
cally, in Eq.(15), the Scodrop(Xé) is a measurement
of the drop from Acc(X3"%) to Acc(Xé). Con-
sidering the drop is usually very small, we formu-
late Scogrop (Xé) in the exponential form to magni-
fy its influence on the Sco(Xg). In addition, the
Scocomp(Xg) is a measurement of the compression
performance. With these two terms, (13) favors the
result with very small drop of accuracy and high com-
pression ratio.

After the optimal feature subset X %* is obtained,
the entry Mj(p, ¢) in pth row and gth column of Mj
can be calculated as follows

_ 17ifSp:(J7p:1’2>"'7j*’
Ms(p,q) = {0, otherwise .

(16)

For presentation completeness, we summarize the
proposed CNN-model Compression algorithm in Ta-
ble 2.

Table 2 The algorithm of CNN-model compression
(feature selection method)

1. Calculate the mutual information between image features
F\Si) and categories y, then sort them in descending order
Xg = {F\SSI),F\SSZ)7 . ’F‘£S4096)}!

s.t. MI(ESY ) > MI(FS? ) > - >
1\/[1(14-‘&94096)7 y).

2. Define the subset of features that contains j elements
which in front of X fg as the candidate subset
x1 = (F) F) . Ry =1 4096

3. Set BestNumber = 0, MaxValue = 0, j = 1.

4. Calculate lSco(X%'),
if Sco(X{) > MaxValue:

Max Value = Sco(Xg), BestNumber = j,

j=7+1L
5. If j < 4096, jump to step 4, otherwise, jump to Step 6.
6. Get the optimal subset of the features: X 5esNumber

4 Experiments results

We evaluate our proposed CNN-model compres-
sion method as well as the SqueezeNet compres-
sion method proposed by Han et al in 2016!">! on
two visual classification datasets: scene categories
database!'*) and self-built WCE bubble dataset. The
former is widely used in image classification task with
4485 images of 15 categories. The latter is established
for medical diagnosis analysis. It includes 4000 im-
ages of 2 categories (bubble and normal) from 10 in-
dividuals, while there are 200 bubble images and 200
normal images in each individual.

4.1 Experimental settings

The AlexNet-FE used in our experiments is im-
plemented by a well-known deep learning framework
Caffe!'®l. The input color image of AlexNet-FE is set
to the size of 227x227. The specific architecture is
presented in Table 1. For our proposed CNN-model
compression method, super parameter a is set to an
empiric value of 20. In the experiment of scene cate-
gories database, the training and testing strategy is the
same as those used in [14]. For WCE bubble dataset,
the images from 5 individuals are randomly selected
as the training images and the remaining images are
used for testing. For SqueezeNet, the parameter set-
ting follows the protocol used in [15].

4.2 Performance compression and classification
results on two datasets

Since we take AlexNet as a generic feature ex-
tractor. Therefore, we take the output of the AlexNet
as the input vector of a linear SVM classifier. To
make the presentation clarify, let us denote AlexNet-
FE-SVM!'% indicating the image classification sys-
tem using AlexNet as feature extractor and linear
SVM as a classifier. Similarly, C-AlexNet-FE-SVM
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represents the image classification system using
C-AlexNet as feature extractor and linear SVM as a
classifier (our proposed method).

The experiment results are shown in Table 3. For
scene categories database, more than 83% parameter
in AlexNet-FE can be reduced by using our proposed
model compression method while the drop of classi-
fication accuracy is smaller than 1%. For WCE bub-
ble dataset, more than 95% parameters in AlexNet-
FE are reduced with a little drop of classification ac-
curacy. It is clear that our proposed method is able
to compress the AlexNet-FE for image classification
task with small number of categories, while maintain-
ing the classification accuracy.

Table 3 The CNN-model compression results

Database Method Original — Average
Compressed  Accuracy
AlexNet-
Fifteen scene FE-SVM T 83.67%
¢ X
categories o 220 MBos .
40 MB (0.99% )
AlexNet-
FE-SVM — 98.51%
WCE Bubbl
e Ours 240 MB— 98.50%
12MB  (0.01% )

4.3 The impact on compression and classification
with different selection criterions

As described in Subsection 3.2, this paper pro-
posed a novel feature selection criterion which takes
both the classification accuracy and the compression
ratio into account. However, in [17], Peng only takes
the classification accuracy as the feature selection cri-
terion.

In this section, we evaluate these two different
feature selection criterions with the scene categories
database for AlexNet-FE. Fig.5 shows the correlation
between the feature number and the score. Although
using the traditional criterion would achieve the goal
of maintaining accuracy, it is clear that our method
can reduce more feature dimension than it. Specifi-
cally, our proposed criterion (shown in Fig.5(a)) gives
the optimal number of features is 600 (reaches the
highest score), which means that more than 83% of
the parameters is reduced at the price of 0.01% drop
of the classification accuracy in validation set. How-
ever, we also can see that the approach by [17] (shown
in Fig.5(b)) only reduces 50% of the parameters by
selecting the first 2100 features without losing the
classification accuracy. Therefore, by considering the
classification accuracy and the compression ratio, our
proposed feature selection criterion is more suitable
for compressing the AlexNet-FE. The same conclu-
sion is made on WCE bubble dataset.

based on feature selection for image classification 751
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Fig. 5. Score versus number of features with fifteen scene
categories

4.4 Performance comparison of different com-
pression models

Very recently, a novel DNN compression method
was proposed by Han et al. in 2016/ and it is termed
as SqueezeNet. For evaluating purpose, one experi-
ment has been conducted on two datasets and the re-
sults are given in Table 4. From Table 4, it is clear
that SqueezeNet!!%! achieves higher performance than
ours in terms of model size and classification accura-
cy. It is worthwhile pointing out that our model com-
pression method is much flexible to extend to differ-
ent CNN model since we did not squeeze the convo-
lutional layers. However, SqueezeNet is more com-
plex and much difficult to apply to other CNN models
since it is a delicate designed compression model.

Table 4 Performance comparison on two datasets

Original— Average
Database Method Compressed accuracy
model size
SqueezeNet 240 MB— 89.58%
Fifteen scene (2016) 5MB
categories
Ours 240MB— g5 689
(2015) 40 MB
SqueezeNet 240 MB— 99.44%
(2016) 5MB
WCE bubble
Ours(2015)  240MB= 95 509,
12 MB
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5 Conclusion

In this paper, by carefully analyzing the AlexNet-
-FE, we found out that the majority network parame-
ters are occupied by the fully connected layer. More-
over, investigating the mutual information between
the fully-connected layer in CNNs and the corre-
sponding class labels, we learnt that, for image classi-
fication tasks, the feature vectors at the fully connect-
ed layer are of redundancy. Motivated by these ob-
servations, we propose an effective model compres-
sion method based on a novel feature selection crite-
rion which takes the compression ratio and the clas-
sification accuracy into account simultaneously. Ex-
periment results with scene categories database and
WCE bubble dataset show that our proposed method
reduces more than 83% parameters of AlexNet-FE
while almost retaining the classification accuracy. It
is worthwhile to point out that our proposed compres-
sion method based on feature selection is more gen-
eral and easily applied to different CNN models.
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