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H,, control for Markovian jump systems with

incomplete transition probabilities and probabilistic nonlinearities

TIAN En-gang'f, YUE Dong?, YANG Ji-quan'
(1. School of Electrical and Automation Engineering, Nanjing Normal University, Nanjing Jiangsu 210042, China;
2. College of Automation Engineering, Nanjing University of Posts and Telecommunications, Nanjing Jiangsu 210023, China)
Abstract: In considering the above mentioned systems we have made use of: 1) the information of the nonlinear
probability distribution; 2) the relationship between the known part and the unknown part of the transition probabilities. By
using the linear matrix inequality technique, we obtained the sufficient conditions of stochastic stability for the systems and
feedback gains for the H1 controller based on the Lyapunov function method. A numerical example shows the effectiveness

of the proposed modeling and the design approach.
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1 Introduction

Markovian jump systems (MJSs) are a class of multi-
modal systems in which the transitions among different
modes are governed by a Markov chain!!!. The investiga-
tions of MJSs have been absorbed considerable attention
in recent years, see [2—10] and the references therein. In
most of the studies, complete knowledge of the transition
probabilities (TPs) is required as a prerequisite for analysis
and synthesis of the MJSs. However, in some practical sys-
tems, the TPs of MJSs may be not measurable or the mea-
surement is inaccurate!® !, Assuming that the TPs have
uncertainties, the authors investigated the problems of sta-
bility analysis of linear MJSs in [12]. By assuming the TPs
varying in some intervals, the authors in [13] studied Ho,
control for discrete MJSs. When the TPs are completely
unknown, the authors in [11, 14] considered the control
synthesis of MJSs.

On the other hand, because of modeling error or out-
side disturbance, nonlinearities exist in many practical sys-
tems. In recent years, stability analysis and control synthe-
sis for system with nonlinearities have been paid consider-
able attention!'%15-191 However, in most of the researches,
the researchers only utilized the bounds information of the
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nonlinearities, such as upper bound, lower bound or sec-
tor bounds. Up to now, few consideration has been paid
to the inner variation information of the nonlinearities be-
tween their bounds. In [20-21], probabilistic time-delay
are investigated, wherein the delay is segmented into two
(or more) parts and the probability distribution of the delay
falling into each part is used in the modeling and analysis
of the networked control systems, which can reduce the
conservatism greatly. Motivated by the method in [20-21],
we considered the inner variation information of the non-
linearities, which is called probabilistic nonlinearities in
this paper.

The inner variation information is an important char-
acter to study the nonlinearities, which can help us have a
deep understanding on them. For example, for two nonlin-
ear functions with the same lower and upper bounds, most
values of the first nonlinear function are close to its lower
bound, in another word, the probability of the first nonlin-
ear function taking small values is very large. While the
probability of the second nonlinear function taking small
values is very small. Obviously, these two nonlinear func-
tions are different and we prefer the first one because small
values happens with a large probability. However, if we
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only use the bounds information, we can not distinguish
them from each other, because their inner distribution in-
formation is not considered. In fact, the existing methods
(only use the bounds information) are under an assump-
tion that the nonlinearities can reach their upper bound
with arbitrary probability. In fact, the value distribution
of the nonlinearities can be measured through simple sta-
tistical method, which provides a possibility to utilizing
these information in the nonlinearity’s modeling and anal-
ysis. However, to the best of the authors’ knowledge, sta-
bility analysis and control synthesis for MJSs with partially
unknown TPs and probabilistic nonlinearity have not been
considered in the published literature, which motivates the
current study.

The main contribution of this paper is the utilization
of the nonlinearity’s probabilistic information, which can
help us have a deep understanding of the inner variation of
the nonlinearity. By using these information, new nonlin-
earity model is proposed, which is more general than some
existing nonlinearities, such as nonlinearity satisfying Lip-
schitz condition, nonlinearity less than an upper bound
or sector bounded nonlinearities. By using the Lyapunov
function method, stochastic stability conditions and con-
troller design method are obtained. The illustrated exam-
ple can show that, by using the probabilistic information of
the nonlinearity, less conservative results can be achieved.

2 System modeling and description

{rk, k > 0} is the Markov chain taking values in the
set 2 ={1,2,--- ,N} and

P(rrqp1 = jlre = 1) = my,

N
where the TPs ;; > 0, Vi, j € 2, andfori € 2, > m;;

j=1
=1.

In this paper, the TPs are assumed to be partially
known. For example, for MJSs with 3 modes, the TP ma-
trix is

11 ? ?
T = |m21 T22 Ta23|, (D
? 32 ?

where ‘7" represents the completely unknown TPs. Re-
specting for the completely known and unknown TPs, the
set {2 can be divided into two subsets

2= 000,
where (2 is the set of known TPs and (2, is the set of
unknown TPs. Define
2, ={j:ifm;isknown } £ {ky, ko, - km}, (2)

. 7kN}7 (3)
th

Q% ={j : if m;; is unknown } £ {k, 41, - -
where m is the number of the TPs in the " row,
{k1, ko, -, km} and {km41, kmyo, -+ , kx| are the sub-
sets of (2 and satisfying {ki,ko, -, km} U {kmt1,
Em+o, - ,kn} ={1,2,---, N}. For example, for i = 1
in(1), 2 ={ki1} = {1} and 2}, = {ko,ks3} = {2,3}.

Consider the following MJSs with partially unknown
TPs and nonlinearity

Tp41 :A(rk)xk—l—B(rk)uk—i—h(m, xk)—i—E(rk)wk,
4)

2 = C(ry)xy + D(ri)wr, @)

where z; € R u, € R™ and wy € [3]0,00) are, re-
spectively, the state, control input and output disturbance,
21, € R is the controlled output. A;, B;, E;, C; and D; are
matrices with appropriate dimensions. For known constant
matrix M;, the nonlinearities satisfy the following condi-
tion
1A G, zx) 2 < || Miwgl|2- (6)
In this study, the probability information of the nonlin-
earity occurring among different bounds are firstly utilized.

For this purpose, a Bernoulli distributed variable is defined.
For known matrix N; and M; satisfying tr(M;) > tr(N;),

() = {17 1A (i, ) llo < [ Nizk 2,
0, [[Nizkll2 < |h(i, zx)ll2 < | Mizkl2,
as(k) =1—aq(k),
the expectations of «; (k) are
P{ai(k) =1} = a1,P{a1(k) =0} =1 — aq,
Plag(k)=1}=a:=1—a.

Based on the above definitions, a small and large non-
linearities are defined as

. . h(i,l‘k), 041(]{3) = 17
lton) = {o, aw=0,

. . h(i,l‘k), aQ(k) = 17
ha(i, xx) = {Nﬂm as(k) = 0. ®)

Then h(i, z)) can be expressed as
2
hii,xi) = - a;(k)h;(i, zr). )
j=1

From above definitions, the values of small nonlinear-
ity (i, 1) are below the bound || N;x||, and the val-
ues of ho(i,x)) are between the bounds ||N;z|, and
| M;xy]|, . @1 and & are probabilities of (i, z,) smaller
and larger than || N; x|, respectively.

By using above modeling method (9), the whole vari-
able range of h(i, xy) is divided into two subinterval and
the value distribution of the nonlinearity is used. It should
be noted that the variable range of the nonlinearity can be
divided more finer if we know more inner variable infor-
mation, thus a more complexity and finer model similar to
(9) can be obtained. Consequently, the analysis method
will become more complexity and less conservative results
can be obtained.

Remark 1 In the existing methods dealing with the
nonlinearities, only the bounds information is utilized, which
can be seen special cases of the proposed model. The non-
linearities used in [10,22] can be seen as special cases of the
proposed model by setting a3 (k) = 0 and N; = 0; the sector
bounded nonlinearities investigated in [16—17] can be seen as
special cases by setting aj (k) = 0; and the random occurring
nonlinearities studied in [4,23-24] can be seen as special cases
of the proposed model by setting h1 (i, z;) = 0.

The controller in (4) is
ug = K(rg)zy, (10)
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where K;(r;, =i € (2) is the feedback gain to be designed.
Replacing (10) into (4),

2
Tp1 = (Ai + B K)o + Bywr + > aq (k) (4, o),
=1

(11)
2z, = Cixp + Dywy,. (12)

3 Main results

The purpose of this section is to design the H,, con-
troller to stabilize the nonlinear MJSs with partially un-
known TPs.

Theorem 1 System (11)—(12) is stochastically
stable if there exist matrices variables X; > 0, T; > 0
and scalars €; > 0 such that

1144 * * * *
Ci -1 * * *
VWA, 0 =X o« x| <0, (13)
H14 0 0 H44 *
115 0 0 0 x5
T, < e, (14)

where
I = diag{—X;l, —21,—ai T, —ae T},
Ci=[C; D; 0 0], W; = [WF Wik,

Wik = [\J1—akl - (1 —aknT

WE = ymiml - mm 7,
A; = [A; + BiK; B,; 0 0],
X; = diag{ Xry, Xkgy -+ » Xk Xion }s

7717Xk7n+17. )

Ty = {0 0 V2a, W 9 ]
00 0 V2aaW;
| /onEiN; 0 00
15_{ 0 \/OTQEZ‘MZ-T 0 o}’
I,y = diag{—2X;, =X}, IIs5 = diag{—¢;I, —¢;1}.
Proof Construct the Lyapunov function as
V(k,x) = 2} P(ry,) (15)
for 7, = ¢ and r41 = j, we obtain
E{AV (k,zp) + 2} 21 — Vwlwr} =

E{xgﬂ( > mi; Py + Z mij P,
Jje; jend,

)xk+1

T T 2 T
xy Pixy + 2z 21 — Yowp wi b <

E{x;cFJrl( Y. mii P +(1_7T ) > Pj)rri —
je‘QZ ]enuk

x;fPixk + zgzk — nyw,?wk} =
E{$E+1p'$k+1 —xf Py + 2t 21 — YPwlwr}, (16)

where 7F = 3" 75, and
JE(P
Pi= Y mPj+(1-nf) ¥ B
JES, JED
E{I;cfﬂpﬂk—&-l} =

~ 2
E{C AT PiA G + 2¢E AT P ST auhy (i, ) +
=1

Z ahf (i, 2p) Phy (i, 21) }, a7

where (' = [z} wl hT(i,xx) h3(i,zx)]. From the def-
initions of hq (i, xx) and hs (7, xy) and recalling (14)

areixy N Nyxy — arhl (i, x)Tihy (i, 2) > 0,(18)
aogixy M Myxy, — aghg (i, o) Tiha (i, 2) > 0(19)
Replacing (17)—(19) into (16):
E{AV (k,zy) + 2 21 — Ywiwr} <
E{G {IT + Af P,A; +C{'Ci} (i},
where P; has the following form
P = Wi(x;) "W, (20)
By using Schur complements and (13)—(14), the following
inequality can be obtained:
E{AV (k,zy) + 2 21 — Ywiwr} < =6z,
where 6 = inf{A\nin(II + 2AF P, A; + CFC;)}. When
wg = 0, forany L — oo

L
E{gollzkIIQ}z}é%

where z is the initial condition of xj. For wy # 0 and
under zero condition, the following can be obtained

E{ llarllzel?} < B 32 lwrl?}-
k=0 k=0

This completes the proof.

Remark 2
posed method can be applied into the MJSs with com-
pletely known and completely unknown TPs. When the TPs
are completely known, set P, = Y m;P; and W,; =

jeN
[Tl /72l -+ -

E{V(0,20)=V(L+1,2L41)} <00,

It should be pointed out that the pro-

/minI] in Theorem 1, then the MJSs re-
duce to the systems considered in [3]. When the TPs are com-
pletely unknown, set P; = Pj,W; =[I I --- I]in Theorem
1. Therefore, the cases of completely known TPs and com-
pletely unknown TPs are special cases of the proposed model.

Based on Theorem 1, the following theorem provides
a way to design the feedback gains K.

Theorem 2  For given contacts ¢; > 0 and v > 0,
system (11)—(12) is stochastic stability with the controller
feedback gains K; = Y;-X;l if there exist matrices vari-
ables T; > 0, X; > 0, Y; such that

*
éi -1 * * *
VWA, 0 — X, o« o« | <0, (2D
H14 0 0 H44 *
H15 0 0 0 H55
T; < e, (22)
where
ﬁ = dlag{ina 77217 70_‘1771‘7 70_‘2711'}7

C: = [CiX; D; 0 0],
A; = [A; X, + B;Y; B, 0 0],
\/C_klEZ'NZTXi 0 00

H15 - 0 \/6&261‘M
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Proof Pre- and post-multiply (13) with diag{X;, I,
-+« , I} and its transpose and define Y; = KiXi_l, Eq.(21)
can be obtained.

Remark 3  When studying the Markovian jump sys-
tems with partially unknown TPs, the authors in [11, 14] ne-
glected the following information: in every row of the TP ma-
trix, the sum of the known TPs and unknown TPs equals to 1,

that is, Z Tij = 1-— Z g
jeni, JEQL
Remark 4 By using the inner variation information

of the nonlinearities, less conservative results can be obtained
than those only considering the lower or upper bounds, which
can be shown from numerical example. To simplify the analy-
sis, time delay is not considered in the systems and only clas-
sical Lyapunov function method is utilized. It should be noted
that the proposed modeling and analysis method can also be
applied to system with time delay.

In order to make a comparison, a corollary is pro-
posed based on Theorem 2 when neglecting the relation
Z. Tij = 1-— Z T+
JEQ, jeni
Corollary 1  System (11)—(12) is stochastic sta-
bility if there exist matrices variables 7; > 0, X; > 0, Y;
such that

ﬁl * * * *
éi -1 * *
VoW A 0 —x o« x| <0, (23)
H14 0 0 H44 *
115 0 0 0 155
T; < e, (24
where
1T, — 2V 25&1V~ViX
W RaaWiX |
\/WI} , if j € Q,i,

7

W:{[[\/WI

VI—aFl - /1 —aFI],ifje 2.
4 Simulation example

Example 1  Consider the system (11)—(12) with
four modes, the parameters are

[0.72 —0.40 0.18 —0.26
A= 10.81 0.81] Az = [0.81 0.13} ’
A, [053 —081] ,_ [1.07 ~0.18
57| 081 047] T [081 029]°
[—0.3 0.5 0.5
B = i 1.6} » Bz = [0.8} » Ba = [0.2] ’
[—0.7 0.1
By = _ 0.2} , Bo1 = [0.2} , C1=1[0.2 0.5,

0.2 0.3 0.1
Buz = [—0.1} » Busg = {0.2} » Bua = {0.4] ’

C5[—0.3 0.7], C5 =[0.2 —0.5],
Cy=1[020.1), Dy = Dy = Ds = Dy = 0.1.

The TP matrix is

0.3 0.2 0.1 04

02 03 7
?7 04 7 03
0.2 0.2 0.1 0.5

m =

where the TPs a1, 24, T31, 33 are completely unknown.
The following two cases are discussed: in Case 1, there
is no nonlinearity, through comparing the results obtained
from Theorem 2 and Corollary 1, it can be found that by
using the relation between known and unknown TPs, less
conservative results can be obtained. Case 2 shows that by
using the probabilistic information of the nonlinearity, the
system performance can be greatly improved.

Case1 For N; = M, = diag{0, 0}, that is, there is
no nonlinear disturbance in the system. For ¢; = 80(i =
1,2,3,4), using Theorem 2 and Corollary 1, the minimum
Ho, performance vy is obtained as vy, = 0.68 (Theorem
2) and ~ypin = 1.15 (Corollary 1). Notice that the only dif-
ference of Theorem 2 and Corollary 1 is that the relation
between the known and unknown TPs is used in Theorem
2, i.e., o1 + Tog = 1-— T2 — T3 = 057 31 + M33 =
1—m39—m34 = 0.3. However, in Corollary 1 and the litera-
ture [11, 14], this relation is neglected. It can be concluded
that using this information can lead to a better control per-
formance.

Case 2 In this case, we will investigate the effect of
using the inner variation information on the system perfor-
mance. For e; = 80(i = 1,2, 3, 4) and the parameters

N; = diag{0.05,0.05}, M; = diag{0.16,0.16}.

Firstly, if we do not use the inner variation informa-
tion, that is, set @ = 0,2 = 1 and N; = diag{0,0},
using Theorem 2, the minimum H,, performance index is
obtained as ymin = 10.20, if we use Corollary 1, no fea-
sible solution can be found. By using the inner variation
information, the obtained i, from Theorem 2 and Corol-
lary 1 are shown in Table 1.

Table 1 The obtained vy, by using Theorem 2 and
Corollary 1 for different o

a1 1 0.8 0.6

Theorem?2 1.22 1.84 230 273 3.77 10.20
Corollary 1 2.21 3.39 425 5.17 7.49 No solution

04 02 0

From the results in Table 1, it can be concluded that
when the inner variation information of the nonlinearities
is known, a better control performance can be obtained,
and the improvement become more obviously when the
probability of the small nonlinearities happens. Compared
the results obtained from Theorem 2 and Corollary 1 in Ta-
ble 1, it can also be found that the relation between known
and unknown TPs can help us improve the system control
performance.

5 Conclusion

This paper studies the H,, control for nonlinear
Markovian jump systems with partially unknown transition
probabilities. New character of the nonlinearities, the inner
variation information, is firstly utilized in this paper, which
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makes the considered nonlinearities more general. Using
this new character, new kind of nonlinear Markovian jump
system model is built. By using the Lyapunov function
method and linear matrix inequalities technique, sufficient
conditions for the stochastic stability of the proposed sys-
tem model can be obtained. The controller feedback gain
can be solved out by using the LMI toolbox in Matlab. The
simulation example has demonstrated the effectiveness and
advantages of the utilization of the new characters and pro-
posed method.
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