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Abstract

The mistakes, which have existed up till now, in the field of decentra-
lized disturbance decoupling are pointed out in this paper, The causes of
making such mistakes are explained by examples, To solve this problem, a
new definition, the consistent condition of structure (A4 B;) invariant
subspace, is put forward, Furthermore a necessary and sufficient condition

about structure (4 B)) invariant subspace with 3 stations is given,

1. lIntroduction

In the last decade several reseach papers were submitted
dealing with the problem of decentralized disturbance decoupling
(DDDP)Y, i. e. Hamano and Furuta®*’, Moog and Cury**?, Cury
et. al."®7 and Leitet 57, It seems that all of them made mistakes in
the proof of necessary and/or sufficient conditions of structure
(4 B)) invariant subapace ((4 B,) inv. s.) which paid a key role in
their discﬁssion.

In this paper we shall clarify some facts, first, that several
counterexamples are worked out to the conditions of (4 B,) inv. s.
given in (3) and (4) ( These conclusions are picked up in the
Appendix ), second, that a consistent }condition of (A B;) inv. s. is

Presented firstly, and a necessary and sufficient condition of DDDP
with 3 stations is also advanced.

2. Counterexamples

The theorem 2.1 of(1), which was subjected to censure of Moog
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and Cury'??, 1is correct and can be reproved by an accurate means,
put it can mot generalize by simple imitation, and, up to now no
one has given a correct condition of (4 B;) inv. s. for followxng 3

stations decentralized system

() = Ax(D) + By () + Baa (1) + Baag () (1)
Example 1 Let X=R?%,
A, X--——)X, C,+62~*')e4+2€5,
eyt eyrPe, — €5,
zero otherwise,

where ¢;=(0,,.0 1 0...0)!, for example; the matrix expression of
. 1

A may be
00 0 G 0
00 0 0 0
4= 0 0 0 0l.
0.1 1 0 0
002 -1 00
And
0 0y 0
0 ol . fo
B,=} 0 By=10 | Byg=} 0 .
11 [ 1
. 0 1 1

X, =4<e), Xp=<ep>, Xy=(eg)> and V=dle, +e,y epteyd, LU is casy
to verify the following two facts;
1 (A+B,F +ByF,+ B F)VCTce se57,

I AVeV+B, +B, +B, and AWVN @ XocV+ X B; for a‘ny“ I,

ZEI dcI
nonempty subset of {1,2, 3},

If there were some F X—>U;, Fi| ® X ~() such that (A+B1
jEL

F,+B,F,+B,F;) V&V, then, provided that VN <{e,re;>=0, we
would get ,
' (A+B,F,+B,F,+B,Fy) (e +e,) =0,
then Fi,=-1, Fiep=~2 (2)
and ({1+B1F1+Bze+B3F3)(€1+@3):O,
then Fie,=~2, Fgeg=1, B (3)
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(3) contradicts (2). It implies that there are no F; ({=1,2,3) such

that F;| @ X;=0 and (A+B,F, +B,F, +B;F,)V<V, so V is not an
e

(4 By) inv. s.. It shows the theorem 2.1 of (1] can’t generalize.

Example 2 A4, B,, B, and B, are same matrices as those in
Example 1.

Xy X, and V are also the same subspaces as those in Example
1. X3 is taken as X;={es, €,, €5),

It is easy to verify that all the conditions given by Cury et. al.
are satisfied. but we can show that V is not an (4 B;) inv. s. by
the same way for Example 1. The detail is omitted due to the
space limited. .

Example 8 Let 4,B,, B,,and B; are equal to those in Example
1. We put $,={ezre3> S,={e;,e;) S;={e;,e;>, and V is still
taken to be e, +e,,e; +e,).

Although V satisfies with all Leite’s conditions but it fails to

be an (4 B;) inv. s. by similar way which was used in Example 1.
3, Consistency

We are interested in analysing the reason why they fail. In
this section we follow the definition of Hamano and Fufuta®!’
VN(Xi®X;) is decomposed into three parts
Vn(X;@X,-)=V;j@VﬂX;®VﬂX;: 4>

For every x&V;;, x can be decomposed, x=x; +x;, where x,E X,

i €VNXi, and x;€X; %, EVNX;, Pif denotes projective map from

Vi; into Xy, i. e. for any x€V;; P x=x,,
By the same way used in (4), V&X may be divided into
Y= V@VﬂXI@VﬂXz@VﬂXS@V”®V13@VH@V,“
V@Vﬂx,@vﬂXz@Vﬂxs@Vlz@Vm@ V“,
When P;Vi NP> Viy#0, there exists at least an x;%0, x;C PP

Vii N Py’ Vi, then, F; must be defined as Fix; =u; for some u; €
U; according to AV;;CV +B; +B;j,on the other hand according to AV;,<
V+B;+B,, F; must be defined F;x; =—z'¢,-, Often u;#u; and then the
trouble comes. In Example 1 ¢,€ P}’ V,, NP V,,, Fiey= -1

follows cquation (2) and F,e;= -2 by virture of equation (3),
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- This contradiction implies that V is not an’ (A B;) inv. s.
We now define consistent condition of DDDP as follows:
11 Py VNP4 Vy#0, then we have
Axi & %) =vij + Biw; + Bjuy,
ACxi +xd = Vi Bi;zi + Byt
where v;; and v, € Y, u; and W€ Uiy w6 Uy and 5,€ Uy,
Definition If there exist v;; and v such that u,-:?; for every
X% € POV NP Vi then V is consistent relative to X, | ‘
In the light of this definition, there is no difficulty to verify
the theorem given below and we omit its proof to save the space. ’
Theorem Vis a (4 By) inv. s. if and only if the following
conditions are satisfied,
TV is consistent relative to X; for every 1€ {1,2,3}s
I ANVN @ XocV+ 3 B for every I<{1,2,3} and AVEV+
el eI ’
B, +B, +Bs, ,
The definition and theorem can generalize and we work on it in
anothef paper.

Appendix

In the A.ppendix we deal with general case, i. e. the model is
x(t) =Ax) + 2 B (1),
i=1
Firstly, we offer the definition given by Hamano and Furuta.

It assumes that EU,‘, Ki= é Xi.
i=1 i=1
Definition V is. called an (4 B;) inv. s. if there exist Fi.o X—>U;
Fil @ Xi=0, 1=1,2,+,v, such that '
jo£i
(A+ 3 BFOVCY,
i=1

We copy Curys’ definition and conclusion as follows,
Definition Let A, X—>X and B;; Uq—>X aad consider a

decomposition X = @ Xi» then V is called an (4 By inv. s. if and
i1
only if there exist v linear maps

1:?'_: X"““""E"Ui, ,F,'! @ }(]. ;:O’ for Z'::lv’27"'?7/c
joi
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such that

(A+ ‘>} BiFHVav,
Theorem VY is an (4 B;) inv. s. if and only if for all I, Ic={1,
2.1}, AV @ XoaV+ 3B,
eI €]
Lastly, let us recall what Leite gave. Le1te defined (4 B;) inv,
s, in time domain, but an altertive way is thc following Definition.

Definition S, i€ {1,2,-,v} are any subspace of X, A subspace
is called (A4 B;) inv. s. if there exist By X—>U;, i€ {1,2,-,0}

such that Ker F;DS; and A+ 18 VeV,
Theorem V is an (4 B;) inv. s. if Laand  only if ANNDCN S«
: <y
V+ 2 B; for any Ic:{1,2,-,v}, where I is the complement of 1 in
i€T
{1, 2,5+, v},
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