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Abstract

In this paper, the input-output block decomposition problem is
discussed, We first prove a theorem for compatible (A, B) -invariant
subspaces, Using it, necessary and sufficient conditions for noninteracting
decomposition problem have been obtained, Then, an algorithm follows,

Finally we show that what wec obtained is a canonical form, .

1. Introduction

This paper tackles the problem of noninteracting decomposition of
linear systems, The problem can be described as follows: suppose a linear
dynamic system has been given in advance, The problem is whether there
exists a state feedback control such that one block of inputs controls
and affects only one block of outputs,

The noninteracting control problem has been studied for more than
twenty years, Some of the earliest work in this problem via the transfer
functions can be found in (1,2), Recently, (3) made a new contribution
by using this approach,

Another way for studying this problem is the geometric approach,
Using the concept of controllability subspaces, some progress has been
done, For more detailed accounts of the long history of noninteracting
control of linear systems, we refer to (4,5), A nice formulation and some
more results about noninteraction problem can be found in (6], where it
is called Restricted Decoupling Problem,

This paper discusses the solvability, algorithm and canonical form of
the noninteracting decomposition problem, The paper is organized as

follows, In section 2, we discuss the compatible (4,B) - invariance, Section
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3 presents necessary and sufficient conditions for the solvability of
noninteracting decomposition problem, The algorithm is obtained in
section 4, It has been also shown in this section that the obtained

structure of the decomposed system is a canonical form,

2. Compatible (A,B) —invariant Subspaces
Consider a linear system

j;c=Ax+Bu
‘y:Cx
where x ER", uER", yER',
We say that a subspace V is (4,B) —invariant if AVCV+(G, where
G =8,{B}, It is well known (6] that V is (4,B) —invariant if and only if
there exists a feedback law F, such that
(A+BE)YcV 2)

In decoupling problems the common F for several (4,B)-invariant

(1)

subspaces plays very important role, Thus we give the following
definijtion,

Definition 1 k& subspaces V,,.,V, are called compatible (A4,B)
—invariant if there exists a F such that (2) holds for every V,,

In general, it is difficult to find common F for all V/s, But the

following result is enough for the noninteracting decomposition problem,
Theorem 2 LetV,,-,V, be k subspaces of R", If i) ¥V, + .- +V,=R",ii)

each V; is (4,B) —invariant, iii) G=GNV,+ - +GNV,, then V;+ 3.V, N

(XV), i=1,-,k are compatible (4,B) —invariant subspaces,

i*a

A key lemma to prove the theorem is the following

Lemma 8 If D,,D,,-,D, are linearly independent subspaces, Z*.,D; =
R*, Let V;=D,+D,;, i=1,-,k be k (4,B)—invariances, If G=GNV,+
GNV,++GNVy, then V,, V,,---,V, are compatible (4,B)~invariant
subspaces,

Proof, Choose coordinates such that

Di=SP{(0""’0’In1-90"",0)T}’i=091"",ko 3)

where n;,=dim(D;).

Since G=GNV,++-+GNV, and V;=Dy+D;, we can find an mxm

nonsingular matrix Q such that



Suppl.l.2 Noninteracting Decomposition of Linear Systems 55
% | *
|L1 0
BO=|o0 L, (4)
| ®e
| 0 L,

where L; is an n;xt; matrix with rank(L;) =¢,<dim(GNV}).
Decompose A to be
A=(4;), 1=0, «, k, j=0, -, Fk,
where A;; is an n;Xn; matrix, Since each Dy + D, is (A,B) —invari-
ant, it follows from (8) and (4) that

Ino 0 I/Aoo Ao.’ 0
1
A 0 ﬂ.': 'AIO Ali EDO+D.+SP L1 0 (5)
0 0 Ay A, 0 L

Thus there exist t; xn; matrices F;;, such that

Aj;=LiFj;, i=0, o, k, j=1, -, k, j*i

Set
/0 0 W
FIO 0 FIZ Flk
F=-0Q F210 (6)
: F32 .
L F/t—l’h
Fro | Fy1Fpp o0 /
it -follows that
ol I )
Ay
A+BF=| o 4,, (7)
0 '

A
A straightforward computation shows that
(A'I‘BF)V.CV., 3=1, try k.

8. Noninteracting Decomposition Problem
Recall the system (1), Let y= (y', -, ¥*) be a decomposition of the
output y. The noninteracting decompsition problem is defined precisely
as

Definjtion 4 The noninteracting decomposition problem (NDP) is
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that of fmdmg a fecdback controlu_F+Qv where F is an mXn matrix

and Q is an mXm nonsingular matrix, such that there exists a decom-
position (', -, v*)of v, which satisfies the following two conditions:
1) v does not affect g/, j#1i,
ii ) v* controls y completely,
Denote K;= N ker (C), i=1, -, k, Let R and V, be the largest
I

controllability subspace contained in K. respectively.

Now we state the following theorem which solves the NDP,

Theorem 5 Assume system (1) is completely controllable, Then
NDP is solvable if and only if, either one of the following two condi-
tions is satisfied

i)G=GNR,+ -+ +GNRy

i1)YG=GNV, +--+GNV,.

4, Noninteracting Decomposition Algorithm

It is well known that the calculation of the largest (A,B)—imlrariant
subspace V; contained in K; is much easier than that of R; the largest
controllability subspace in K;, Therefore we set up the algorithm with
respect to V,,-+, Vg, But one may see that the algorithm is also available
for Ry, +, R,. The following algorithm is proved by the above const-
ructive proof,

Algorithm 6

Step 1. Compute the largest (4,B) —invariant subspaces V,C 3 ker

I*i

(c’, i=1, -, k,
Step 2. Check G=GNV,+ - +GNV,.

Step 3. Choose w/,j=1, -, n; as a basis of (NV;)*y Choose w/},

i
. k N T ]
j=1, -, ny, such that Z_On,.=n and w{ , 1=0, *=y k, j=1, v, n; be
1=

a basis of R", Set new coordinate frame z by
|Z | = (W)Tx, 1_0 1, .-, k’ 7'=1..., n;,

or brievely 2=Wx,
Step 4, Choose Q such that WBQ has the form of (4),
Step 5, Decompose WAW™! as WAW™ ' =(4,;), i, j=0, 1,-,k, where

A;; is an n;xn; matrix, Compute
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Fii=(LTL; ) LT 4;;, i=0, 1, o, b, j=1, -, k, i

Using equation (6) to construct F.

Step 6 Construct the control u as

u=FWx+OQv, (8)

To show that the control (8) obtained in the Algorithm 6 solves the
NDP, we give the following theorem,

Theorem 7 Assume system (1) is completely controllable, then the
NDP is solvable (with respect to the given partition of output), if
and only if, Algorithm 6 is executable, Moreover under the coordinate

frame z=Wx we have the following decomposed form

20 =AOZ+BU‘V
2'=A, 2" +Lv!

mg it L (o)
yi=Cizi, i=1, -, k,
Next, we show that the input—output decomposed form (9) is a
canonical form in the following sense,
Theorem 8 Let x be a canonical coordinate frame, If there exists
control u=F/x+Q’v, such that under x one has another input-output

decomposed form

2= Al xh + Ly
yi=Clixi, i=1, -, k,
where each L/ has full rank, Then for each decomposed subsystem
wi= Al x4+ LI
yi=Clixi, i=1, «, F,
Zi>xi as xi=T2z, i=0, -, k,

there exists linear transformations T,

n;xt;, matrix F; and ¢, Xt; nonsingular matrix Q,, such that
T, (4,; +L;F)T;'= A, (10a)
T.L;0;,=L], i=1, -, k, (10b)
5. Conclusion

The noninteracting decomposition problem {or arbitray given partition
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of outputs has been solved by the necessary and sufficient condition
G=GNV,+ - +GNV,,

where V, is the largest (4,B)—invariant subspace in the kernel of

corresponding output blocks,

An algorithm has been presented, which yields the input-output
decomposed form (9), It has also been shown that the decomposed form
(9) is a canonical form in the sense that the decomposed subsystems
contained in (9) are unique module subsystem substate linear transfor-
mations and subsystem substate feedbacks,

All the results obtained in this paper has been extended to affine

nonlinear systems(7],
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