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A Recurstve Generalized Predictive
Control Algorithm for ARMAX Models*
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Abstract; A recursive generalized predictive control (RGPC) algorithm for ARMAX models i8 pro-
posed. This algorithm needs less computational effort than GPC(D. W. Clarke (1987)) and is also better
than RGPSTC(Yuan,Z. Z. (1989)) because it can be used in the case of singular matrices which are con-
tained in the GPC control law. The simulation study shows that the RGPC is robust.
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1. Introduction

The generalized predictive control (GPC) (D. W. Clarke et al (1987)) is robust but needs great
coxhputationa.l effort. To solve the problem,Yuan Z. Z. (1989) proposed a recursive GPSTC., However
this algorithm is not suitable for the case of singular matrix which are contained in GPC control law.

To overcome the above difficulty, we will develope a recursive generalized predictive control
(RGPC) algorithm for the ARMAX process in this paper.

- In section 2,the performance index is given. We give the main results in section 3 and section 4.
The recursive predictive control algorithm is COmpietely given in section 5 and some simulation studies

are stated in section 6. The conclusion is given in section 7.
2. The Performance Index

~ Consider the following ARMAX model
A(@™Dy® = B(g™Hu(t — 1) + C(g™Ve(®), 2.0
where g(t) is the zero mean white noige, 4, B and C are polyncmials ln the g7,
A =1+ag +... +ag B =b + bgl ... + bg
Cle™ =14ag"+... +eg™ |
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~
fo simplicity , we assume that 2,=n,=1n.

Performance index

« N M
7= B0+ D — G+ DF + P+ E— D), 2.2)
A=1 ) B=1
ghere g (t+B) =ay O+ (1= (@) , (0<a<D) 2.3

o () is the set— point. So,y,(¢-+4) is the smoothed set— point. N, M are the prediction and oon;rol
porizon respectively (M<<N), (k) is a control weighting sequence. In general , we assume A(BY=2
70,9. is a constant.

3. The Predictive Control Law

According to the Diophantine equation ;

C = AF,+ Gy (where degF, = h — 1 LF(0) = 1,degGr =3 — 1. 3.1
From (2.1) and (3. 1) ,we obtain ' _
gt + 8 = 3* G+ Rl + EC+B), ‘ (3.2)
where .
' g+ 810 = Sy + e+ A D 3.3
EG+R) = Fet+ 1) " 3.4

Since &(t+h) is independent of y* @+h|8) 3" (¢+k]|t) is the h—step ahead prediction of y(¢).
Hence
J=J1+62, (395)

where

N M N
=0+ rD —nt+ DI+ A e+ r— 1) &= SIEEE + B). (3.6)

h=1 h=1 Bl
Minimizing J with respect to U is equal to minimizing J1.
Let ' X(g) =Xi1 (gD +¢ 7X@ @G.7
where
Xlg™) =14zt +.o +aag™
Gt g e BRIV G ESH
X =

1o as k>,

(In this paper, X represent A,B,C and z represent a ,b,¢ respectively) Henceforth we assume that

g=oc=0ak>n, b= 0as k> m. (3. 8)
From (2.1),(3.7) and (3. 2),we have ‘
g+ B =—ay ¢+E— 10— — a-1y* (¢ + 1| — Ay ®
+ B._,u(t + &k — 1+ B:—lu(t - D+ C»'—qe(t)
4 [CooeC+ B — G+ E— 1) —oo — afC+ nl G99
with (3. 4) ,the terms in brackets of (3.9) are independent of e(t) ,e(t—1) ... ,e(0). Hence the k—
step ahead prediction of y( is .
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(V*C+E|D) =—0ay* ¢+ 8 — H) =i —ag* @+ 1]0)
i | TASIO + BonG k= D+ Brat— D+ 0he(, (5

- 10)
e(t) =— Cget — 1) + Ay(t) — Bu(t — 1).

‘ Q.13 )
Let k=1,2,... ,N respectively, according to (3. 10) we can obtajn the following equation ,

YO =8 u@+k—1) + Bru@— 1) — Ay (® + Be@® (3, 12)
and the following recursive relationships
Sy = By — ia;S,_l_;q‘i, 8o = By = by, 3. 13)
e |
X=Xz, — i;aﬁt_l-.-, X = x3. (3. 14)
From (3. 13) we can obtain, Sy=81+sig7%, (3. 15)
hence we can denote the polynomials §,_, » X2 in the following forms, ‘
S =8+ sg 1 +... + LY, (3.16)
X=X+ b R L SRS T8 1,007, @.17)
We asume s(+k— 1D =u(t+M—1) as M<k<N. (3.18)
then (3. 12) can be written in vector form, '
Y*=QU+f, (3.19)
Where ' ‘
Y= C+110,9°¢+ 2[0,... ,5°¢ + NIOTU = [a@,uC + 1,... u¢t+ M — DT,
l- .., o ]
DT ult— 1) — Aey () +05e0)
| Su=—proecce s % v Bru(t — 1) — A2y () + Bre(t)
G= SM s00voo Sy sl:{—so » f= sescccnns
: N_TM Bi-w(t — 1) — A3_19(2) + Cd_se(t
R i——'ZO, 5 .1 NXM
(3. 20)
Let
W=+, o.0+2,..., 5,¢+ N (3.21)
With (3.19) and (3. 21),the (3. 6) can be written as '
J1=(GU+ f —W)(OU + f — W) + W, (3.22)
So, U=(FG+AD™\ ¢ (W—f),from aJ,/al=0, (3.23)
So, s(D=g(W—f5), . (3.29)

where ¢* is the first row of the matrix (G"G-+AI)~1g",

According to (3. 13) and (3. 14), with mathematical induction, the recursions of s,,z; &1°
given by
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-~ n
8‘=b“’j20j8m_j, 80=b0, ' ) . (3- 25)
5:.i=zw+i‘j2;aj;:v:—j,i; I¢i=1;, (3.26)
(m=1,2,... ,N—1, i=max(n,,n,n,))

Remark We can now compute recursively all parameters of (3. 24) directly from the coeffi-
cients of 4,B,C to avoid solving the Diophaﬁtinev equation many times and,calculate all a2;,55;,¢2;
using the same computer programme ((3. 26)). So,this algorithm needs less computational effort than
GPC and RGPSTC.

4. Recursively Computing(G’G-+AI)~!

Let H=G"G+ Al : ' “.n

and denote H*=[h,... k%], where k is the ith row of H, i=1,2,...,N 4.2
[ [Hy-1] ~
and let Hy=h,, Hy= oo Hy= then H=Hy.
1 19 2 l_kz_l ? ) N '_kzv J ) N

The computing blockdiagram of H+ can be depicted as follows;

G

initial value: H3, H,

(H§ =(0,-,037,
Nx)

Ho=00,-,03)
1xN

[ 2=l Hi_ td=hy= g H,_, ]

p=k+1l || P=(+ggD 0= Hioyog'sP 1 O=z;"(dd')" |
{
l Hy=CH%,-0g:i 0. 1‘*

Yes

gremeasaany
=
[}

k<N
N

~
E The result ‘I

Fig. 1 The computing blockdiagram of H+

Remark H*t satisfies H H1II=II and be called.the generalized inverse of J1. If the inverse matrix of
H exists then Ht=H"1,
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5. Recursive Generalized Predictive Control Algorithm (RGPC)

In the adaptive case,the coefficients of polynomials 4,B,C are unknow. We can state the RGpe
algorithm as follows. , ‘

Step 1 select the design parameters N,M,A in (2.2) and a in (2. 3).

Step 2 Estimate the unknow parameters 8 using weighted least squares method s

6= [as...a,, Bose o e sbas  Cursens ,c.cj‘. '

The forgetting factor is £,at the instant £.

Step 3 Calculate su, be;, ar;, Cu; with (3.25)— (3. 26) to obtain H=(G"G+AI). _

Step 4 According to the computing brockdiagram Fig. (4. 3) calculate H+ and the first row ¢

of Ht+ @
Step 5 Calculate u(¢-41) from (3. 24) ,then let k2=%-1 and back to step 2.

6. Numerical Simulation

In simulations,we used the ARMAX model with n,==7,=2,1,=5 ,During the first 80 samples the
control law was acting on simulated system (1). During the second 80 samples the control law acting
on simulated system (2) and so on.

The simulated systems are given in the following table,

C (1) y(©)—1.756726y(¢— 1) +0. 778801y (t—2)=1. 011497u(¢— 1)+ 0. 0105774 (t—2) +
0. le(?)

(2) y(® —~1. 756726y (¢—1)+0. 778801y (¢—2)=1. 0010972 (¢— 3>+ 0. 0159214 (¢ — )+
0. 005056u(t—5)+0 le(?)

(3) y(©>—0.904837y(¢—1)=1. 029554u(t—3) + 0. 065609u(t—4)+0 le(d)

(4) y(6)—0.904837y(¢—1)=1. 095163u(t—1) 4 0. le(?)

/set point

50

Fig. 2 The output of the systems using RGPC .

The simulation shows that the RGPC is robust to the changing of order and the variant time delay
(Fig. 1).
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7. Conclutions .

A recursive generalized predictive control (RGPC) algorithm has been derived based on the
ARMAX model. This algorithm can compute recursively all parameters of the controller directly from
me.coefficiems of the model and needs less computational effort than the GPC and suits the singular
case of (G"G+AD).

A series of simulation shows that the RGPC is robust enough.
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