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Abstract; This paper addresses the problem of scheduling n grouped jobs on m identical parallel machines to minimize the
total tardiness, subject to single mold constraint. For this problem, there is an optimal solution without machine idle. Thus, the
scale of searching for optimal solution is reduced. Branch and bound algorithm, run-based heuristic, multi-stage tabu search and

a combined algorithm are proposed and compared in simulation experiments. Some practically useful results are obtained.
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1 Introduction

In this paper, we address the problem to schedule
grouped jobs in identical parallel machines with single
mold constraint. The problem can be stated as follows:
there are m identical parallel machines and a set of n jobs
associated with known processing times and duedates.
These jobs belong to G groups (G > m). The processes
of jobs belonging to one group need the same mold, and
for each group only one mold is available, so any two
Jobs of the same group can not be processed on different
machines simultaneously. A mold-dependent setup time
is necessary between processes using different molds.
The objective is to find an optimal job schedule to mini-

mize the sum of tardiness.

Up to now, there is no published literature to deal
with such a problem, but in the field of parallel machine
scheduling and group technology, rich literature can be
found.

For the parallel machine scheduling, minimized to-
tal tardiness scheduling problem is proved to be NP-com-
plete even for two-machine system'!!; optimal algo-
rithms based on dynamic programming are available?!,
but the dimensionality problem is acute, and thus can
handle problems with fewer jobs. Some heurisitic meth-
ods are also available, where the idea of list scheduling
is applied, according to which, the jobs are sorted with
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a priority rule to form a list, and then are assigned to
machines with some rules one by one. The most often
used priority rules for sorting are SPT,EDD, and Mini-
mum Slack®) . In the field of group technology, feasible
algorithms are dynamic programming*! and heuristic.
Also, some literatures deal with scheduling preemptive
batch on parallel machines.

So our problem is obviously a NP-hard. We devel-
op several algorithms respectively, to solve problems
with different size, and test them with simulation experi-
ments. Satisfactory results have been obtained.

2 Model description

In the model description, we adopt the commonly
used notation: S denotes a schedule, and f' (S) the ob-
jective of schedule S, n; the number of jobs scheduled in

machine k( >, ny = n),(k, i) the ith job scheduled in
k=1

machine &, M(j) the mold used by job j, MO(k, i) the
mold used by job (%, i), p; the processing time of jobj,
d; the due-date of job ;, C; the completion time of jobj,
T; the tardiness of job j, T; = max{0,G; - d;, S, the
setup time of mold p , and ¢, ; the completion time of the
ith job scheduled on machine k.

Our task is to find an optimal schedule S * to mini-

mize the total tardiness, namely,

£(8*) = min( f(S) = Z}‘,TJ-).

For the problem of minimum totzil tardiness schedul-
ing of grouped jobs on parallel machines without mold
constraint, it is obvious that an optimal schedule without
machine idle exists. For the problem with single mold
constraint, it is possible that some machine idles are
necessary. So we proved the following lemma and theo-
rem;

If the feasible schedule SV can be
generated from schedule S by moving forward the pro-

Lemma 1

cess of one job and not shifting that of others, then
(V) < f(8).
Proof This lemma is obvious. It is impossible for
this kind of moving to worsen the scheme.
Theorem 1  For the problem of scheduling
grouped jobs in identical parallel machines with single
mold constraint to minimize total tardiness, there exists

at least one optimal schedule without machine idle.
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Proof To save the space, here we only give the
outline of the proof. Readers may refer to [5] for de-
tail. For any optimal schedule S with machine idles, we
design a general procedure, which, based on the method
of exchanging job series, can move an idle to the back
of its adjacent latter job and will not worsen the perfor-
mance of S. For each idle starting earliest, repeat this
procedure, we will move idles on each machine to the
back of jobs and get a schedule S™ without machine
idle, and £(S*) < f(S). Since S is an optimal sched-
ule, there must be f(S*) = f(S), S is an optimal
solution without machine idle. This completes the proof.

Based upon this theorem, the search space for opti-
mal solution may be reduced to a solution set without
machine idle. Thus the model can be described as an In-
teger Programming Model'®! .

3 Optimal solution(BB)

There is certainly a need to gain the true optimal
solutions for problems over a wide range of parameters.
However, the computational requirement to obtain the
true optimal solution by complete enumeration is pro-
hibitive even for a small problem. Complete enumera-

tion, in the worst case, requires
n, Py . 5 i
an+n2+'"+nm=npn P’r_”l P”"L"l_' "ot

number of enumerations.
Here we develop a Branch and Bound algorithm.
At first, we use a list of job symbol and partitioning
symbol ( * ) as the coding scheme for multiple machine
scheduling problem. For example,
[5 2 3 % 4 1]
means the schedule:
Mi: Js + Jo+ J3s
M2 Js+ 1.
Generally, for a problem of scheduling n jobs on m

machines, a complete code contains n job symbols and

 m - 1 partitioning symbols, resulting in a total length of

(n+m-1). We define it as the Size of the problem.

Due to the complexity of the constraints in our
problem, we employed simulation to evaluate any sched-
ule generated during branch procedure. The Branch and
Bound algorithm uses the depth first search strategy . Be-
cause machines are identical in our problem, there must

exist an optimal solution with a non-increasing order of
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the number of jobs scheduled on each machine. So in
the Branch and Bound algorithm, we search only for this
solution in the solution set that satisfies
-1

n — 2 nj
-~ =1
“m-i+1
This algorithm is suitalble for the small-size prob-

lem. The computational time for solving the problem of

n_1z=mn

Size = 12 on a microcomputer with Pentium 200 proces-
sor is about 25 minutes.
4 A run-based heuristic(HR)

In the research on group technology, a schedule
can be expressed as a series of runs'®! . A run consists of
jobs that are processed between two adjacent setups on
one machine. For a given schedule, let 3(r;) denote the
number of jobs in run r;, and identify each run r; with its
first job i.

The heuristic proposed in this paper, named run-
based heuristic, is an improved list scheduling. At first
we group the jobs with some characters into a run, then
the runs are sorted by the nondecreasing order of slack
and assigned to the first available machine one by one.

The principle of the grouping procedure can be de-
scribed as follows:

In the common sense, we take it for granted that
jobs with earlier due-date should be processed earlier, so
for each group, we sequence jobs belonging to it by
EDD order, and label them. Let [ 5,:] denote the ith
job of group b, and | b | the number of jobs in group b.

In order to complete all latter jobs of [ b,:](i.e.
[b,i+1]to [b, 1 b1]) on time, due to the constraint

of mold resource, there must be C[, ;] < min

=il

(d[b,j] . zp[b,”) , therefore the family-adjusted

=i+l

due-date of job [ b, i] is defined as

0.0 = min(dpy, g, min (dp,p - > ptan)).

=i+l
This is a procedure of resource requirement balance .

Then we group jobs [5,:1,[b,i + 1],--,[b,j]into a
un, where
k
J = max (k:(don- 20 pronn) < dis,i) + S) .
= I=i+l
The procedure of our run-based heuristic can be de-
scribed as follows.
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Step 1
1.1) Group jobs, then sequence the jobs of each

Grouping.

group in EDD order. For jobs with the same due-date,
SPT order is applied;

1.2) For each group b, calculate the family-ad-
justed due-date of each job. The iteration function is

d' (5,181 = ds,180]5

d'1y,11 = min(dps,i1,d'(5,001] = Plo,is1]) -

If d'(4,i11] = Pls,ir1] = Sp < d[s,:7, mark the re-
lationship between [ b,:] and [ b,i + 1] as connected;

1.3) Group the jobs connected with each other into
a run, and thus form a set of n, runs. Mark r(,, ;7 with
the label of the first job [ b, ] in it.

Step 2 Listing.

2.1) Calculate the Slack of each run,

Slack,“.” = d'(5,i1 = S - P13

2.2) Sequence runs in the nondecreasing order of
their Slack to gain a list of runs.

Step 3 Assigning.

3.1) Initialize the available time of each machine
k:A, =0,k = 1,-,m; current loaded mold of each
machine k; M, = 0,k = 1,-*, m and available time of
eacchmold b:B, = 0,b = 1,:-, G;

3.2) For the run on the head of run list, r, ;,
select a machine % for assignment,

k = argmin{4,:4, = B,, k=1,",m};

3.3) Modify the machine ks available time:

Ay = A + 2

isl<i+,8(r[b'i])
{0, it b= M,

Sy, otherwise,

Pls,1] +

mold’ s available time: B, = A,, and

machine’ s current onloading mold; M, = b.

Delete run r(; ;1 from the run list. If the run list is
not null, goto Step 3.2), otherwise stop.

This heuristic requires the implementing time O(m
x n + nlogn) and very little storage space. The time for
solving the problem of Size = 400 is about 5 minutes.

5 Multi-stage tabu search(TS)

Tabu search, first introduced by Glover, as a tech-
nique for solving combinatorial optimization problems,
is basically a strategy to overcome local optimality.
Since then, tabu search has been successfully applied to
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a wide range of problems. Traditional TS starts with one
feasible initial solution. To further enhance the searching
ability, in our algorithm, TS starts with a group of ini-
tial solutions, and chooses the best move according to
the hill-climbing scheme respectively. So we call it a
multi-stage tabu search.

We use the same scheme as the one employed in
Branch and Bound. The solution of HR together with
other 19 solutions that are generated randomly is used as
initial solution. For problems with Size<25, all pair-in-
terchanges are utilized as the switching strategy, whose
total number is Size (Size - 1)/2 = (m - 1D(m -
2)/2; for problems with Size > 25, 250 random swap-
ping is used. A tabu list size of 7 is selected, and the
same simulation procedure as the one used in BB is em-
ployed to evaluate any schedule. Aspiration criterion is
that any move that improves the performance measure-
ment is selected, even if the move is tabu. A long peri-
od list of size 20 records the initial solution or best solu-
tion of the 20 stages to avoid repeating among stages and
cycling in any stage.

The procedure of the TS is shown as follows;

Step 1
record them in the long period list, and setj = 1

Generate initial solutions for every stage,

Step 2 Select the jth initial solution as initial se-
quence;

Step 3 Generate a new sequence by interchanging
a pair of jobs in the initial sequence;

Step4 Check if the new sequence is in the long
period list. If it is recorded in the long period list, goto
Step 5. Evaluate the new sequence. Apply the aspiration
criterion; if the new solution is better than the previous
best solution of this stage, then update this solution as
the best solution and as the jth solution in the long peri-
od list, and record the pair interchange as the best
move, goto Step 5. Check the tabu list to determine if
this move is forbidden. If it is tabu, goto Step 5; else,
determine if it is the best move from initial sequence;

Step 5 Repeat Step 3 to Step 4, until all neigh-
borhood is checked. Interchange the pair of jobs accord-
ing to the best move, set the solution after moving as the
initial sequence, update the tabu list;

Step 6 Repeat Step 3 to Step 5, until the number
of the iterations performed in this stage exceeds 5%
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Size;

Step7 Let j = j + 1, repeat Step 2 to Step 6,
until all the stages are performed;

Step 8 Stop and report the best solution in the

'long period list as the algorithm’ s result.

This algorithm requires the implementing time
0(m x n x Size + nlogn) for solving problems with
Size >25. The computational time for solving the prob-
lem of Size = 314 is about 120 minutes.

6 Combined algorithm(CA)

By analyzing the result of HR, we found that the
poor performance of most results which are far worse
than the optimal solution are mainly caused by the inap-
propriate sequence of jobs inside the runs. The reason
for this is that, in the HR, jobs in each run are se-
quenced in EDD order, which is the optimal sequence
for minimizing the maximum tardiness, rather than for
minimizing the total tardiness. So we develop a com-
bined algorithm (CA), in which a single-stage tabu
search is employed to improve the performance of the re-
sult of HR.

The implementation of CA resembles that of TS ex-
cept that it starts only with the solution of HR, and the
size of the long period list is 1.

This algorithm requires the implementing time
0(m x n x Size + nlogn) for solving problems with
Size >25. The computational time for solving the prob-
lem of Size = 314 is about 9 minutes.

7 Computational results and analysis

Primary computational experiments are conducted to
test the effectiveness of the proposed four algorithms.
The simulation results obtained from these algorithms are
tabulated in Tables 1 and 2.

The results in Table 1 indicate that the computa-
tional time of BB is far longer than the time required by
the other three methods. TS can find an optimal solution
in all cases, and CA can also reach high probability in
reaching optimal, its average deviation from optimal is
less than 2% . In contrast to them, the results of HR are
not so good—its average deviation from optimal is
46% , and the highest rete of optimal is merely 42% .

According to the data in Table 2, the comparison
of the three near-optimal methods is made more appar-

ently with a wide range of problems. In the way of



No.6

Schedule Grouped Jobs on Parallel Machines with Single Mold Constraint 787

time, HR consumes the shortest time, TS the longest,
and CA the modest amount. But the quality of solutions
gained by CA and TS is obviously better than HR. The
difference between CA and TS are not marked. When
the size of problem increases, especially when the size
exceeds 30, we can hardly note any difference in the re-
sults.

Based upon the analyses above, we can draw the
following conclusion: the Branch & bound is available
only under the situation where the problem has small size

and the limit of computational time is not so strict. The
heuristic (HR) fits for solving problems with large size,
specially the huge scale problems in real-life application,
when the computational speed is required to be high but
the quality of sloution just to be satisfying. The multi-
stage tabu search (TS) fits for the situation where the
problem has middle size, the quality of solution is im-
portant, and the speed is not restricted too much. The
combined algorithm (CA) shares the advantages of HR
and TS—high speed, high quality——and is the most
practicable one for middle-scale problems.

Table 1 Comparison of the performance by the four algorithms in small-size problems
Size Computational time(s) Average deviation from optimal( % ) Rate of optimal( % )
(mm.G) "B HR TS caA HR TS caA HR TS CA
8(7,2,4) 2.8 <1l 2.5 <1 29.8 0.00 0.41 36 100 98
9(7,3,4) 19.7 <1 2.9 <l 12.8 0.00 0.00 42 100 100
9(8,2,4) 12.3 <1 29 <1 46.4 0.00 1.63 36 100 86
10(8,3,4) 81.6 <1 3.1 <l 19.3 0.00 0.02 38 100 98
10(9,2,4) 62.7 <1 3.1 <l 26.2 0.00 1.03 42 100 88
Table 2 Comparison of three near-optimal algorithms
Problem Size Computational time(s)  Average deviation from best solution( % ) Rate of the best( % )
(n,m,G) HR TS CA HR TS cA HR TS cA
20(18,3,5) <1 28 1.6 24.0 0.00 1.86 20 100 70
25(23,3,5) <1 42 2.1 26.0 0.00 0.46 10 100 86
30(28,3,5) <1 57 3.4 19.8 0.00 0.00 10 100 100
40(37,4,6) <1 106 5.5 29.8 0.00 0.00 0 100 100
60(56,5,7) <1 278 14.5 28.7 0.00 0.00 0 100 100

9 Conclusion

This paper addresses the problem of scheduling n
grouped jobs on m identical parallel machines to mini-
mize the total tardiness, subject to the mold constraint.
For this problem, we present a theorem that there must
exist an optimal solution without machine idle. Based on
this theorem, the search for optimal solution is reduced,
and a mixed zero-one mathematical programme model is
presented. We proposed not only a run-based heuristic
algorithm, but also a multi-stage tabu search to find ap-
proximate solution of those problems. Furthermore, in
consideration of the compromising between computation-
al time and solution quality, we designed a combined al-
gorithm. In the simulation experiments, all of these al-
gorithms are tested using randomly generated problems,
and satisfactory results have been gained.

Up to now, the heuristic has been used in a pro-

duction scheduling system of an electrical appliance plant

in south China. It has proved to be efficient in practical

application!”’ .
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