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The Convergence of the Forgetting Factor Algorithin for
Identifying Time-Varying Systems ‘

DING Feng, XIE Xinmin and FANG Chongzhi
(Depaﬁmeﬁt of Auotmation, Tsinghua l}niversity°Beijing, 100084, PRC)

Absiract, 1t is well-known that the recursive forgetting factor algorithm (RFFA)may be used to
identify the pammeters of time-varying systerns and it has good tracking performance. In this paper
the convergence and stability of RFFA are analyzed by means of stochastic process theory, the upper

. and lower bounds of the parameter tmckmg error are given.
Key words; time-varying systems; parameter estimation forgetting factor method

1 Introduction
Consider the following linear time-varying systemt!?

g (1) = gr (o) + v(®), : : o

g = [—y(t— 1) yeeey = g6 — n),u(t — 1), ,u(t — 1], H

6T () = [a1(0) ye 105 () sb1(8) 5= b, ()] ‘ :
where { w(@®)Y, {y(t)} and {v(¢)} are the mput N output and smchasue noise sequences of the sys~
recript T denotes matrix transpose. ' B
jon algorithms of 6(¢), many authors aésumed' that thé p&rametéf
ial relation!) or conditionst?), But, just as Wittenmark(!) pointed

tem , respectively, supe
In developing the estimati

vector 9(¢) satisfies certain speci
out, it is even more difficult to know whether the parameters vector 6(t) satisfies these special re-
lation or conditions than to estimate the parameters themselve. In this paper no restrictions.on the
parameter vector §(t) are imposed, and the only assumption is that the system (1) is a stable
time-varying process: The objective of this paper is, by means of RFFA, to obtain the real-time
estimation of the tims-varying parameter vector G(t) by utilizing the observatxons up to and in-
cluding time & Lozanom has analyzed the convergence of RFFA. Unfortunately , in his anaIySLS,
as the forgetting factor becomes unity, the covariance matrix and parameter estimation error
(PEE) grow without limits even for time invariant systems., Thus this result lacks consistency

with previously known results. Canetti & Espanal) have proved the convergence of RFFA of

identifying time-varying systems,
The chief results of this paper is that it is possible to find out the upper and lower bounds of the

PEE, which appear 10 result in quite good tracking performance in the simulation examples.

but the upper and lower bounds of the PEE can not be given.
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9 The Convergence of RFFA
REFA of estimating the parameter vector of the model (1) can: be described as
0@+ 1) = 8@ + PG+ DepMy® — FWI®Y, (22)
Pt + 1) = APTI() + p(D" () : (2b)
P(1) = aI (a>>0), &(1) = a very small real vector (107
where §(t) denotes the estimates of 8(¢), A is the forgetting factor (0<CA<T1).
Theorem ] Assume that i) {v(¢)} is an independent random variable sequence with zero

mean and mean squatre bounded, i.e.

1, i=j
Al) E[v(®v(s)] = 6,0 o0, Gy == { , .. ].’
' 0, ¢~ J.
ii) The following persistent excitation COndition holds ;
A2) ‘ -—Z<p<s)<pT<s> = E[p()9()] = B> 0,

0 < m< flp@®|? = tr[gv(t)qu(t)] M < oo, a,s.

where tr( * ) denotes the trace of (). ‘

and iii) the parameter change rate a(?) =@(¢) —(t— 1) is bounded, and a(t) and v(t) are
independent, ie. ' ‘ ' V

A3) L Ble®P< My < oo, Bla(r()] =
then as >0, 8(¢) given by RFFA (2) satisfies

4, < B — 6O By

where k ' '

tr(R) (1 — i)az B, = @A — Aot MM,
wa+a 0 wd+an o wd - A)z’

Theorem ? For the time mvariant deterministic system y(6) = T(t)G[O(t)_..B,v(t)_.Oj ,
the assumption A2) holds, then for {8(¢)} given by RFFA (2), as ¢->o0, we have
i) Ell§ () —6]|>—0 exponentially fast, and

o< i< 1.

Azx

i) 8(¢£)->6, a.s. exponentially fast.
where 8(1) is a random variable with E||§( 1) [|P<<Mo<loo.
Theorem 3 For the time invariant stochastic system y(4) =@t (1)0+v ([0 (£)=0], the
assumption A1)~A3) hold, then {9(t)} given‘by RFFA (2)', as {—»oo, satisfies
A =< limEllﬁ(t) — lIF'
tr(B) (1 — A)o? tr(R)(1 — l)o
I I I I S)

Theorem 3 shows that RFFA can not give uniform estimates of the parameters of time in-

0<<a<1.

where Ay ==

variant stochastic systems, while the ordinary ‘least squares algorithm (LS algorithm- for short)
may give uniform estimates of its parameters(®,
Theorem 2 and Theorem 3 may be used to estimate the error of the estimates (8(¢)) given

by RFFA.
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The proofs of these three theorems are given in what follows.

Define the parameter tracking error as 8C)y=8(t)—8(t) and assume that (1) and v(i) are

independent, and using the relations (1) and (2), we get
8¢t + 1) =6¢ + D —6¢+1) =8¢ + 1 — (G(t) + a(t+ 1))

- =[0I — PG+ De@®g" )] + Pt + De@v® —alt + 1)

=P + DPI®IE) + PG+ De@v(®) — alt + 1)
=y + y2 -+ 3
where | y = APt + DP-(1)E(1),

yz=P@+ 1) El"‘tp(S)v(S),

+1

ys =— P(t+ 1) ZA"*‘“"P"‘(S)a(s)

=2

From (2b) and A3), we have

m(1l A) M(l )

T I+ AP DK P H DK = I+ P71
as t—>o00, it gives
m(l — A) - M3 — ) M
ISP DSl s =]
1— A 1—2
or { —» oo M<1__.”)I<P(t+l)<ml.

The proof of theorem 1 Taking [| * ||2 of (3) and using (5) and (6), we have
HEmEAG + 1 — 8¢ + DI = limElly + 7, + [k '

oo

= llm[E”)’lllz + 217(7172) + Elall? + 2E(¥Tys) + 2E(yiys) + E”%”z]’

o = — 2
Blnl? = E[e228T (1P + D] < “~—,,i2’°z”(‘11 - :)
80, as 00, it glves

1imE||y1| 2= 1im0(12‘) -0, 0<<Aa<l,

imBlly|)* = hmE[Zzﬁ‘s—' TP+ De(dr()n()]

oo

= lim ZAZ““"’E[tpT(s)PZ(t + Dep()(s)]

#>00

= tim -2
{~>00 1 - 2-2

Substituting (6) into (10), it is not difficult to get

i TR+ 29U = A) r(R)o?(1 + (1 — 1)
s ME A+ M — w1+ D1 — A

or : 4, < hmElIszlZ B, 0<<a<l,

B[t ()Pt + D)) ]

< lim Bl < 1

(3

4
N6

)

(D

(&)

(9

10

(1

12>
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+1
llmE’"ysllz = lme[ZAz““)_‘“’ T(SYPU(PE(t + 1P~ l(z)a(z)]
8,4=2
]
11— A M \? MM
H A—s—i : - 1. g
< lim 32 m2(1 = A‘) (1 = x) M=oy 0<A<L A
¢ 1 ' ‘ .
limB[yfys]? = — WmB[ 3] > a*+1-=igT(s) P2t + I)P"I(z)a(z)v(s):l =0. (1D
a=1 =2 .
Using inequality B||AB||<C~/EJA[PE[B[?, from (9), a2)~ad and (7), we may obtain
A< nmEné(t) — 0P <B,, 0<A<< 1, as

This proves the assertion of theorem 1. ,
The proof of theorem 2 Since »($)=0, a(t)=0, from (7) and (9) it is easy to obtam
ImE|l6¢ + 1) — 6]* = limB|n|* = imo(¥*) 0, 0 <A< 1. (16)
or Blo() — 6|2 =002 -0, 0<<a<<1, , SN CYD
| B — 6> 0, 0< A< 1.
This proves theorem 2.

If in (8), A—>1 (je. LS algorithm), we get, {:—>o0
o) — o] = o(t—lz)» 0, 2= 1. o a
From (11) and (18) we may reach the conclusions for time-invariant deterministic sys-

tems; i) the PEE given by LS algorithin converges to zero at the rate of (—i—-) , and ii) the PEE

given by RFFA converges to zeto at an exponential rate. It is clear that REFA has faster conver-
gence rate than LS algorithm.

The proof of theorcm 3 Since a({)=0, from (7) we have

HmE6( + 1 — 6] = lmBlly, + yall* a9
From (9), (12) and (19)-we may obtain L
A4 << hmEné(t) —éll*< By, 0 <Tp <L G 0 (20)

This completes the proof of theorem 3.
If in (11), A—1 (LS algorithm), then from (9), (11) and (19), we have

. tr(R)o? tr(R)o? '
i T @ >

The expressions (20) and (21) show that for the time-invariant stochastic systems: i) PEE

< HmE|6() — 8| < lim
00 [

given by LS algorithm converges to zero under the mean square sense, and its convergence rate is
1
of (TT) » ii) RFFA can not give uniform and unbiased estimates, but it gives 2 bounded mean

square PEE. ; ;

For the time-varying stochastic systems, the mean square PEE given by REFA is bpﬁnded.
If in (15), A—>1 (LS algoirthm), then the right-hand side of (15) goes to infinity, that is to
say, the mean square PEE given by LS algorithm is unbounded, so LS algorithm is unable to

track the time-varying parameters.
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For the variable forgetting factor A, as Amin < A4 Amax» Theorems 1 .to 3 hold.
7z Simulation Studies
Example 1 y(—1. ?;'5y(t~— 1)+ 0. 85y (¢ — 2) = 0. 68u (¢ — 1) +0. 326 (¢ —2) +»(®)
where {u(t)} is taken as a zero mean and unit variénce randbrii variable sequence, and {»(¢)} is
a white noise sequence with zero mean and variance o?==0. 1%, The data length L= 1000, simu-
lation results are as follows: o
| 0,95, 4 = 2.284 X 107, By = 6.344 X 107,
ENo@y — oz ~ |18 — 6)|z = 4. 439 X 1074
Example 2 y (@) -+ae®y— D =b@ut— D+,
4 = 0. 15 - 0. 21sin0. 16, b(t) = 0.20 + 0.03 /L.
Simulation conditions are the same as those of the example 1, and ‘
A= 0.8, 4 =1.192X 1074, B;=0.5663, [ —~ o(L)||? = 7.743 X 107% -
Example 3 7(&) +a(®yt— D =bOult— 1D+,
0.3, <80,
“O = {0. 5 t>a0, DM
Simulation conditions are the same as those of the example 1, and
r=10.8, 4=2 426 X 10~%, By = 5.955, [8(L) — o(D)|> = 4.451 X 108,
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A New Method of Discrete Variable Structure Controi and
Application to Hydraulic Servo System

LI Yunhua, WANG Sun’an, LIN Tinggi and SHI Weixiang
{Department of Mechanics, Xi'an Jiaotong University « Xi’an, 710049, PRC)

Abstract; This paper deals with the thorough investigation for the discrete variable structure control. Aiming
at the special requirement of servoes, a new kind of sliding control——IVSC is put forward, it comprises an inte-
gral controller followed by a variable structure controller, so the system can acquire the accurate servotracking
property and fair robustness to parameter variations and external disturbances. The digital simulation result of
pump-~controlled-motor velocity servo system using the control [aw presented shows that the control effect is quite
satisfactory.

Key words; variable structure control; servo systems; discrete system; robustness; hydraulic servo system
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