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‘Abstract: This paper presents an adaptive neural fuzzy intelligent control scheme. The

proposed neural fuzzy adaptive control consists-of the fuzzy Gaussion neural network and

model neural network,and has two important characteristics of adaptation and learning. The

effectiveness of the proposed scheme will be demonstrated by computer simulations and the

practical application in the servo motor control.
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’I Introduction

For many control processes it is difficult to obtain a precise mathematical model of

‘the system. This may happen if the system is very complex,nonlinear, uncetain varia-

F;tions of the environments including the load disturbance,and the sudden change of the

plant parameters, etc. In order to overcome these difficulties, recently,a considerable

number of researches on the intelligent control system with a human-like inference and

‘adaptation ability have been proposed!+#:3J, This paper proposes an adaptive neural fuzzy

'iifiin’telligent control scheme to
'ii:tg:ombine the neural network with
fuzzy logic. The proposed control
}ﬂjy"kscheme consists of the neural
}:{i:ftizzy controller (FGNC) and
,}i“niodel neural network (MNN) as
?"}shown in Fig. 1. In the FGNC, the
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fuzzy antecedent processing, fuzzy
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Fig.1 Block diagram of adaptive neural fuzzy control

constructed by a multi-layer Gaussion neural network. The FGNC is trained to refine the

fuzzy rules and turn the membership functions of fuzzy reasoning for the adaptively'

inferenced control action by the error - back propagation ( BP ) learning algorithm™ . The
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MNN is constructed to identify an unknown controlled plant and provied the FGN¢ wit
the teaching signal. The MNN is continuously trained on-line by the BP learning algo
rithm. We used the proposed adaptwe control scheme to the servo motor control and

oh

tained encouraging results.
2 Neural Fuzzy Controller
2.1 Fuzzy Loegic Control

In general, the dynamic behavior of a fuzzy logical controller is characterized by &
set of linguistic control rules based on the knowledge of an expert. Let’s assume that th
linguistic control rules can be expressed as follows .

R;. if (z,1is A;) and (z,is A;) and - and (x, is A;,)

then (U, = B;;) and +++ and U, = B,, ' ' 1y
where R;denotes the ith control rule,z;(j=1,2,3,+,n) and U;(i = 1,2,3,+p) are the':'
input and control variables,respectively; A;; is the fuzzy variable .characterized'by fuzzy
membership function Poayizp 3 By; is real constant value.

In this paper the simplified reasoning methods regarded as a special case of produc

sum method will be utilized. The reasoning process can be expressed as follows

m
E ;(/"Aﬂ(xg ® fhanap * 0t K Uy ) 0 By
— i .
U =~ ) 7= 15250050,
E ;(#A“(ﬁ) * Hagz)y ¥ 00 ¥ a2
i=1
where the symbol “ % ” denote a algebraic product.

n

If H= l lﬂAﬁ(zj) = Hagap * Bayan * Ha, )

inn
=1

then,the Eq. (2) can be rewritten as follows:

Z/‘i * B

U ==, j=1,2,0,p.
2/‘; ’
where g implies the truth value of antecedence of the ith rule corresponding to the fuzzy
control action,and Bj; are not fuzzy sets but real numbers.
The above fuzzy inference procedure,the antecedent and consequent parts of the “i
then” rule can be constructed by a multilayervGaussian neural networks with nonlinear
ty and learning function. Fig. 2 shows the proposed structure of the FGNC.
2.1 Neural Fuzzy Controller
Fig. 2 shows the implementation of the fuzzy logic control using the FGNC ,
Let’s assume that each control rule has two input variables (z,,z,) and one output
variable (u*). It is also assumed that each input variable has seven membership func-
tions. The term set of each fuzzy variable is {NB,NM,NS,ZO ,PS,PM,PB},where NB»

NM, ==+, are abbreviations for the commonly used names “Negative Big”, “Negative
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ationships of units in the FGNC are defined as

yers (1),(1)in Fig. 2 correspond to the antecedent part of the fuzzy con-

d the layers (I )~ (N correspond to the conclusion part. The input-out-
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Fig.2 A structure of neural fuzzy control
(1) input units; O =z, = 1,2; (5
(I) input units; P =— (x; — aw)?/ba; 6)
output UﬂitS; Oi(kZ) = M =— CXP(Ika))s 7= 192§k = 1,200 473 (7)

2 : .
(1) input units; If¥ = HO,-‘E) ,output units ;0 = I, j=1,2,,n% (8)

i==1
Where O%® is the truth value of the jth fuzzy rule. H is the product operation of the
7 -

des of the membership function (g ().

m

(V) input units; If® = >,08 « W5,

j=1

-~ IO s |
output units; OW® = u* = ———, j= 1,2, ,m. &)}

Sor
7

=1
After constructing the antecedent parts and the conclusion part of fuzzy rule by a
eural network ,next step is to train the connection weights of the FGNC,and to identify
he control rules and to tune the membership functions parameters (a;,6;) in the an-
cedent part. In order to obtain the inference control in the FGNC,BP algorithm is used

or learning to minimize difference E° between the desired output y,(z) and the actual

Utput y(z) of the plant. An error function to be minimized is defined as follows:
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Ef = (1/2) * (3, — y())?, ' (lo)f
then ,the weight W¢in the FGNC is changed as
Wi + 1) = W50 — 1) 2 aWc -+ /?AW‘@) 11y

can be derived as follows

aws

7

AE  9E  ay@®) au'@®

aWe  ay@ au(t)  aws

a <
E)uj;(zt))) IWs < Zom W/ Zom

=1

=— (ya (&) — y(@))

03

ZOm

where 7(z) is an adaptive learnmg rate,,@ is ‘a momentum constant,the tery

=— (v, — y(@))

( ay@® ) ;
Ju* @)’

dy(t)/du* () can not be known directly from the controlled object. This value is fromi
the MNN model. . /’
The parameters (a; and b;) of membership functions in the FGNC can be modified

or tuned as follows:

aue + 1) = ap() — 70 %f— + Bhas(®),

b (t + 1) = b, () — 77(t) + ﬁAb,,,(t)
a9 E*
a A

QE _ 9E _ay®  du’
dag; dyi) du* da,

can be derived as follows

Wi 509 - [ 200 - W)

—~(yd<t>-—y(t>>(9y(‘>) S =1 . 2z, — ag) « OF

(S0

=— (y.(t) — y(t))[W‘ O‘” — (i@” - ws) ]

=1 j=1
m z a y .
o 2Qx; — ay) » OES)/[bu( FZXO;('”} ]' (au“ ) (14)
ngc can be derived as follows;
ik

E)’E‘ QE  Iy@) ,ou’

3 by ay(t) dJu’ 9 by

250). 24 L20P
Q0 3,

—— (o) — y(t))(
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‘ 20?) o ( zm:0§a> R Wj)

k
= (yd(t) - y(t))( 9 yu( )) S = ° Oi” (x; — ailz}z//b?k

( Zots))
=1
= (yd(t) - y(t))[W; ZO(” — (io}s) R Wj)]
=
+ G — a0 [ [l ZO‘”) (52 = 15y

3 Adaptive Neural-Fuzzy Centrol

, " . oy ' . . Fy())
In order to identify the dynamics of the plant and obtain the Jacobian { ayif*z) of
qs- (123, (14>, (15>, in this m ) "
sections a learning scheme using the b J ¥
model neural network (as shown in +
Flg 3) is used for system identifica- ;..
In Fig. 3 the input of the MNN
o the current states X, (45, (k = 1, PO
) of the plant and the control

put u(z) corresponding to the _
ed output of the FGNG f&!id the Fig. 3 Block diagram of system idensification using the MNN

of the MNN are defined as follows:

t— k), Lk n, R 1S
"Input units; XP@) = {y( Is " (16>
, u(t"k—rn), n+1<kn+m, : ; :
ere y(&) = Fyt — 1),y sy = n)yult — 1) yome,u(2 -~ m).
Hidden units;,  Of = fI®), j= 1,2, ms, an
Ijgz) — ZW X(l) b= 1525000 smm. ’ (18
, : : - Lo : 1 i L ’
- Output units, y(t} = f{I®), , L9
o =SWw,- - 08 ' o (20>
j=1 B

re W, is the connection welght from the kth input unit to the jth hldden unit Wu
connection weight from the jth hidden unit to the ith output unit, f(I) = 1/(1 +,
( D)),% is the output of the MNN,0 is the output from the ;rh h1dden umt The
or function used for frammg the MNN is defmed as follows:

U S — 5@, @D

i=1

here Y(t) is the output of the plant.
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In order to minimize the error function E™,the weight value, (W;;, W) of the MNN
can be updated by the BP algorithm as fallows:

W,‘j(f + 1= W;j(t) - V(t) gg,m -+ Q'(W,-j(t) - W,'j(t — 1)), (22)
ij :
ij(t + 1) = ij(t) - 77(t) g’% + Q(ij(t) - ij(t - 1))’ (23)

QE" _ 9E" 3@ 9I¥®
AW, ay@® 9I® AW,

= (@) — 5@ A — FENOP =— 6, « OF, @4y

where

aE" _9E" aIP Z( 2 E” azs3>)ao;2> . x
AW, 9IP aw, <L\aI® a0P)aI® *
== 200 W,0P U= 0f) + X, =— 8, + Xy (25)
i=1

"After the MNN has been trained to emulate exactly like a plant,the plant output
(2 of Egs. (12), (14), (15) are replaced with the MNN output () (y() &~ $(¢)).

Then,the Jacobian aau}:'(zt))} can be calculated as follows:

ORI IONS a&(t)% I 20 aIP
dur @) du () al® &0 JIP " 9xX®

i=1

=5 A — 5@ D W, « OP (1 — OPIW,,

ji=1
n+ 1< e m-+ a). ‘ (26)
To increase the convergence speed of the l.earning algorithm , we employ an adaptive
learning rate 7(z). After stérting with a small learning rate,its modifications are desc-
sribed by the iterative equation k ’
dp¢— 1), HEW@@) <<EWG — 1)),
() =<ent — 1), TEWQ@) ZEW(E — 1)),
7 — 1), otherwise
where typical value of the parameters ared = 1. 05,e¢ = 0.7,k = 1. 04.
4 System Simulation and Application
We assumed that the physical parameters of the plant are completely unkown. We
used the 49 fuzzy control rules as shown in Table 1. The constant values within this ,!'
table are set as the initial connection weight: W5(0) for each FGNC. The center points of
the fuzzy sets {NB,NM,NS,Z0,PS,PM,PB},a;(0) (2 = 1,2,+,7) are — 6, — 4, —
2,0,2,4,6,respectively. The width values of the membership functions,b,(0) are all
unity so as to equally allocate seven fuziy sets on the range [— 6,6] (5,(0) = 1. 5.
.4.1 System Simulations :

In system simulaton,the FGNC is constructed by the 2—14—49—1 neuron,and the
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Corresponding MNN is constructed by the 4—10—1 neuron,the learning rates 7(0) =

0. 25,2 = 0. 2,8 = 0. 2 respectively. The transfer function of the servo motor system is

0.58

simplified to G(s) =

5(0.4s + 1)(0. 05s + 1)°

\

Table 1 fuzzy control rules

(z1) Cei (x2)

e; NB NM NS Z0O PS PM PB

NB- — 6.0 — 6.0 — 4.0 — 6.0 — 4.0 — 4.0 — 4,0
NM — 6.0 — 4.0 — 2.0 — 4,0 — 4.0 — 4,0 2.0
NS — 4.0 - 2.0 — 2.0 — 2.0 0.0 - 2.0 4.0
Z0O — 4.0 — 4.0 - 2.0 0.0 2.0 4.0 6.0
PS — 4.0 - 2.0 0.0 2.0 " 2.0 2.0 4.0
PM 2.0 4.0 4.0 4.0 2.0 4.0 6.0
PB 4.0 4.0 4.0 6.0 4.0 6.0 6.0

where sthe servo amplifier has an output range of 10V, ¢(t) == 6V,ce(t) == 30V,

The output error e(z),error change ce(#), and control input variable are quantified to

“range of [—6,6]. The scaling factors are k, = 6/e(t) = 1.0,k, = 6/ce(t)

 10/6 = 1. 82, respectively.

: 0. 25k; =

Fig. 4 shows the system simulation results that the learning of the FGNC is made.

Fig. 5 shows the simulation results of the conventional fuzzy control +PID.
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control system

tor system composed of control

Computer, and

interface SEervo
_Mmotor plant (1. 5kW, 220V, 1500
pm) is shown in Fig. 6. Sampling
time interval z = 2. 5ms. The step

Output response of the servo motor

Fig.4 Output response of the FGNC

’ -2 Application to a Servo Motor Control

Fig.5 Output response of the conventional

fuzzy control+PID

After system smmlatxom procedure,the proposed adaptive control scheme is apphed

0 the real-time contro! of the servo DC motor system. The struture of the servo DC mo-

set point [PCATZBE () T==115v| PWM = &) =y
ot cOMPUtET =1 control
ya(t) [ onverter motor
| FGNO) circuit
I A/D “0~5V - measure {

na(t)

converter circuit

Fig. 6 Block diagram of the servo motor control system



444 CONTROL THEORY AND APPLICATIONS Vol.yy

., G
m—

. e .
system is shown in Fig. 7,where a time re- ) a:FGNC control

sponse with fast rise time and small over- b:Fuzzy + PID contro]

shoots is achieved.

5  Conclusion a

The simulation results and the practi—“
cai application of the servo system show PR A—— . — . .
that the proposed neural fuzzy control is of o 8 16 A 40 s

. Fig. 7 Output response of the serve motor
better performance than the conventional . ‘

fuzzy controller for the servo system,so that the servo system has fast response and’
minimum steady-state error. The proposed control scheme can be also used in the un.

known dynamics of the plant and the control of the nonlinear plant.
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