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Abstract: This paper models the homogeneous finite Markov chain of the best individuals in the populations. Bassd on
the timit distribution of tramsition probability that arry state on the chzin transfers into the state subset containing all global opti-
ma, a precise definition of the global convergence of genetic algarithms is presented regardless of the topologic stracties of
search landscapes. Two unified criterion theorems judging the giobal canvergence are proposed and proved strictly, which are
independent of encoding schemes and selection mechanisms. The results of analyzing the convergence of different genetic algo-
rithms illustrate that the mified criterion theorems are generally practical and convenient.
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1 Introduction

Genetic algorithms{ GAs) are a class of probabilistic
search and optimization algorithms based on the model
of organic evolution. The convergence Analysis of GAs
is still one of the most interesting theoretic research top-
ics, some results under additional assumptions were re-
ported in literature [1 ~ 3]. In this paper, we analyzed
the global convergence by means of the Markov chain of
the best individuals in the population. After a brief de-
scription of Markov chain, two fundamental theorems
abeut the limit distribution are given in Section 2. Sec-
tion 3 is devoted to derive two basic criterion theorems

for judging the global convergence of GAs representation
and selection-independently. Finally, we give some ex-
amples that aim at illustrating how to apply the criterion
theorems to judge the global convergence of GAs in
Section 4.
2 Homogeneous finite Markov chain

A finite Markov chain is a realization of random vari-
ables X{ ¢) defined over a finite discrete state space S of
cardinality | S | = & and discrete time ¢ € N, which de-
scribes a probabilistic transition track of X{(t) over the
state space S and exhibits Markov dependence, i.e., for
anyt, k€ N, s.t.,
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P{X(t + %) = iy ) X(0) = iq,

X)) =i, X(e=1) = iy,

X(¢) = i) = P(X(e + k) = iui | X(2) = d),
where ip, iy,**,i,_1, i, € S. Assuming that the states
are numbered from 1 to /¥, the tramsition probability
from state { & Sto; € S at step ¢ can be represented by
py{t). If p;(¢) is independent of ¢, i.e., forall i, f
€ Sand t;,t; € N, s.t., pi(t)) = py(s), the
Markov chain is said to be homogeneous.

The one step tramsition probabilities of a homogenous
finite Markov chain can be described in a transiion ma-
trix P={p;), where, forall ;,j € S, s.t., p; € [0,

i
1] and | p;=1. The matrices with the above properties
J=1
are called stochastic. Given an initial distribution p° as a
row vector, the distribation of the Markov chain afier ¢
steps is pf = p"P. Therefore, a homogenous finite Markov
chain is completely determined by (p°, P), the limit dis-
tribution depends on the structire of matrix P.

For homogenous finite Markov chains, the following
two theorems'*! (To ease understanding, the expressions
herein are slightly different from the original.) hold:

Theorem 1 Let P be a primitive stochastic matrix
of order N, then P* converges as ¥ — = to a unique
stable stochastic matrix which has nonzero enfries regard-
Jess of the initial distribution, i.e., for all ;,j € §,
5.t.,

P™ = lim(py) =| i |
X iNs1
where # = (p,-*,py)and forall 1 < j < N, s.1.,
p;#0.
Theorem 2 Let P be a reducible stochastic matrix
c 0
R T
primitive stochastic matrix of order m and R, T 20,
then P* converges as k¥ — % (o a unique stable stochastic
matrix regardless of the initial distribution, i.e., for all
i, j& §8,s.1.,

ofordﬂ-NasthestmcmrcP.—.( },whcreCisa

P° = lim(pf) =| i | ,
L)
where x = (ph"',p,..O.--',O), whenl < j g m,

s.t., py#0.

Theorem 1 and 2 serve as the mathematical foundation
of analyzing the convergence of GAs.
3 Judging criteria of convergence

Assuming the feasible region of a global optimization
problem is [/ of cardinality N = | [ |, which denotes ar-
bitrary finite set; A genetic algorithm with invariable
population size n and crossover probability p, € [0, 1]
and mutation probability p,, € (0, 1) does not vary the
selection mechanism in the process of running. Let us
give the formal definition of some tems as follows:

Definition 1 Let
P(t) = {e(2)1i€ [1,n], 1 €N, a(s) € I
is the population at generation ¢, where ¢,(¢) denotes an
individual representing a solution of the feasible region;
f:I— R denotes a fitness function assigning real values
to individuals; [* = {e* |l 2" = argmax|{f(e) | e €
It} is a subset in the feasible region I, each of which
has the global maximum fimess; The best individual m
the population at generation ¢t is ¢ (¢) = a;{z) €
P(1), where o;(¢) subjects to f{g,(¢)) = f(e,(2) €
P(1)).

Under the action of mutation, crossover and selection
operations, a* (¢) and its fitness will change randomly
over time. But there always exists at least one a ™ () in
each population, therefore, as ¢ — o, whether or not
a” () converges to the subset /* implies the genetic al-
gorithm is or not globally convergent, i.e,
P(.]_J'Ela'(t) €I') =z IaP(a” € ,l_lﬂp(t)) =1

The evolution process of a * (¢) can be described by a
homogeneous finite Markov chain, for notation conve-
nience,, such a Markov chain is simply said to be a * (2)
-chain. Clearly, each state in the state space S of
a” () - chain miquely corresponds to a solution in the
feasible region /, and | § [ =1 /)= N. Let all the
states of S be ordered descendent by f{a”(t)) and
numbered from 1 to N. This leads to the definition and
criterion theorems of global convergence of Gas as fol-
lows:

Definition2 Let P = (p;) be the transition matrix
of an a* {2 }-chain with state space S, and $" be the
state subspace each of which corresponds respectively to
a solution in the subset /*. As t — o, if and only if
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a" (t) transfers from any state € S into $ " with prob-
ability one, i.e., iff ,
li;IEEPEJ':l,whereiGS. (1)
es’

ﬂmeganﬁcalgn;&manmgmtoarofd]eglomlcpﬁnn.

Theorem 3 If the transition matrix P = (p;} of the
a " (¢)-chain with state space S and the subspace S * is a
positive stochastic matrix, then the genetic algorithm
does not converge to anyone of the global optima.

Proof Since every positive matrix is also a primitive
one, it follows by theorem 1 that the limit distribution of
P is a unique stable one without nonzero entries. There-
fore, foramy i & §, s.1.,

[E]]

m>ipf=1-lim 2 py=1- 2 p <1,
T est T esost p=15" 141

so that equation (1) is not fulfilled, the procf is com-
pleted.

Theorem 4 If the transition matrix P = (p;) of the
a* ()-chain with state space S and the subspace 5 * is a
reducible stochastic matrix as the stucture P =
(C 0
R T
der 1 S | and R, T =0, then the genetic algorithm
converges to one of the global optima.

Proof From Theorem 2, we can obtain that for all
i, j& §,s.1.,

P* = lim(p}) = (5, 20w,
where £ = (py, ", p15"1,0,,0), when 1 5 J <

15°1

1S*1,p; =0, and D p;, = 1. It follows directly
j=1

), where C is a positive stochastic matrix of or-

that, forany : € S, s.t.

Equation (1) is fulfilled and the proof is completed.
Theorem 3 and 4 can be applied directly to judge the
global convergence of GAs if the structure of transition
matrix of & * (¢)-chain can be made certain.
4 Application examples
4.1 Proportional reproduction
The simple genetic algorithms'®! use selection strategy
of proportional reproduction with crossover probability p,
€ [0, 1] and mutation probability p,, € (0, 1}. Let S
be the state space of g * {7 )-chain with cardinality of N

=1 § 1= 2. Moreover, let C=(c;), M=(my), R
= (ry) be the intermediate transition matrices comre-
sponding to crossover, mutation and selection respective-
ly, then the transition matrix P of a " ( ¢)-chain can be
namrally represented as a product of C, M and R,
i.e,, P=CMR. Since crossover maps probabilistically
each state of S to another one, C is stochastic. The
same holds for the other operators and their transition
matrices.

Assuming the length of a string encoded in binary is {
bits, each string denotes a state in 5. Let H(i, j)} rep-
resents the Hamming distance between state i © S and §
€ §. Then the trapsition probability from state i to j
caused by mutation is

my = pi:f:.j)(l _pm)z-mi.J) s 0,
so that M is a positive stochastic matrix.,

The probability that ¢ * () is selected to be a mem-
ber of the next generation can be calculated by

a" {1

= W
2 flale))
=1
Obviously, R is also stochastic and there does not exist
any column with total entries of zero.
Let A=CM, P=AR, then,

>0, forany ¢ = j,r; = 0.

rs

A

N
CM = (ay) = Ec,} -mb- > 0,.
k=1

N
AR=(P§)=EC=1‘W>0,

k=1

so that P is a positive stochastic matrix. It follows by
theorem 3 that simple genetic algorithms do not converge
to anyone of the global optima.
4.2 (n+an,n) selecton

We designed a modified genetic algorithm which in-
troduces the niche and migration implemented by
crossover of individuals with similar fimess and (r + n,
n} selection. Before crossover, n individuals in the cur-
rent population are ordered in the sequence of their fit-
pess from highest to lowest, and they are orderly conju-
gated to construct r/2 pair of parents. The penes of each
pair of parental individuals are recombined randomly to
generate two descendants. Two individuals that have
higher fitness are determinately chosen inte the tempo-
rary population by (2 + 2,2) selection. Mutation opera-
tion is perfonned over the temporary population proba-

P
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bilistically with p,, € (0, 1), but only the mutation over
a*(¢)in the temporary population applies (1 + 1,1)
selection to choose the better one from a * () and the
mutated a * (¢) into the next population, the other mu-
tated individuals are directly placed into the next popula-
tion. For the sake of simplicity, assuming that only one
a” (t) exists in the feasible region. Clearly, the inter-
mediate stochastic matrices €, M corresponding to
crossover and mutation and the trapsition matrix P of
a* (¢)-chain with cardinality N = | § | are respectively
r1

C = tn Cn 0 ,
"CN1 w2 Cryy
( 1

M= |™a ™2 0 ,
Iy T mpmy

P:CM:(ZN:Cﬁ'mﬁ)z

k=1

1

P P2 0

Pyi Pw2 " Pam
where, whenl < i g Vandf £, 5.t.,0 < ¢4, my,
pg(lﬂﬂdEc;;:Emﬁ:Zl}pg:l.'n]ematﬁI
i=

Jj=1 J=1

P is the same as the structure of the reducible matrix in
Theorem 4. It follows by Theorem 4 that the modified
genetic algorithm with the (n + nr, r) selection is glob-

ally convergent.
5 Conclusions

The above analyses reveal that, in respect of the qual-
itative analysis of convergence the Markoy chain model
in this paper proved to be a practical facility. The derived
critetion theorems based on e * (¢ )-chain are indepen-
dent of encoding scheme and selection mechanism as
well as the topological structure of search space. They
can be conveniently applied to judge the global conver-
pence of GAs. But when time complexity of GAs is
concemed, it should be modified properly and is our fa-
ture research topic.
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