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Two new algorithms for minimum time motion path planning of

robot manipulators and their implementations
on PVR-based control platform

LUO Xiong, FAN Xiao-ping
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Abstract: To deal with the minimum time motion path planning (MTMPP) of robot manipulators to execute point-to-
point work task, a novel hybrid evolutionary computation simulated annealing algorithm EC* SA and an algorithm EC* SA _ DP
combining EC* SA and some special optimization techniques were presented. The advantages of novel optimal algorithm were
demonstrated through a comparison with existing preferable elastic net method (ENM) and some other optimal algorithms such
as simple genetic algorithm (SGA) and simulated annealing (SA) algorithm. In addition, virtual simulation experiments were
carried out on the control platform based on projective virtual reality (PVR) technology. The virtual experimental results show
that the precision of projective operability is greatly enhanced in the virtual environment.
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1 Introduction

The minimum time motion path planning (MTMPP)
of robot manipulators is always the hot spot in the re-
search field of robots in the foregone forty years.

There are some sophisticated and high-powered opti-
mal control algorithms concemning MTMPP of robot ma-
nipulators operating with relatively simple motions!! 3!
These algorithms can find the minimum time motion a-
long a specified path for a manipulator. To the end,
many researchers pay much attention to the manipulator’s
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path planning task called point-to-point (PTP) . It means
that the manipulator has to move between work points
and must reach and stop at each work point. In fact, the
optimization of PTP task can be treated as the well-
known traveling salesman problem (TSP) approximate-
ly. Some representative research achievements can be
found at [4, 5]. »

Unfortunately, however, there are some common
drawbacks and deficiencies in these existing literatures,
which can be generalized as follows:
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1) The number of work points was considered to be
relatively small, and some precise solution algorithms
for TSP were used, which restricted the application
scopes of the algorithms.

2) The mathematic model used in this problem was
too simple and the optimization problem was simplified
far more excessively, which could not embody the es-
sential characters of the initial problem completely .

In order to get over the lack of earlier approaches, the
optimal! problem is considered in this paper thoroughly
and novel hybrid evolutionary computation simulated an-
nealing algorithms EC* SA and EC* SA_ DP are pre-
sented.

Initiated by Freund and Rossmann in 1997, projective
virtual reality (PVR) technology is a new approach used
to control and supervise robots and other automation sys-
tems'®) . PVR can get over many restrictions existing in
most other teleoperation approaches presented so far. In
order to provide the supervision capability and further
simplify users’ jobs to command different tasks, many
images and metaphors in the virtual world had been de-
veloped to support the intuitive operability and con-
trol'®’ . In this paper, on the PVR-based control plat-
form, the graphic simulation software is developed using
the proposed new algorithms, and a useful metaphor is
gotten to strengthen and improve the performance of
PVR systems.

2 Problem statement

The PTP-oriented MTMPP can be regarded as the TSP
approximately. The presuppositions for the application
of TSP in MTMPP of PTP task can be generalized as
follows.

1) There are N work points in the workspace that
must be visited by manipulators one by one when it exe-
cutes the given work task.

2) There was a presupposition appeared in [5].
Namely, the visiting order of N work points is unre-
stricted, i.e., the precedence relationship to visit two
arbitrary points does not affect the accomplishing of the
work task. However, it restricts the application area of
former algorithms.

Here the proposed algorithms will be used not only in
unrestricted but also in restricted visiting. The details
should be presented in the next section.

3) The discussed robot manipulator is non-redundant.
Its degree-of-freedom (DOF) is n. The number of di-
mensions of workspace is unrestricted and denoted as T
(T usually be 3).

The goal of the algorithms presented here is to find an
optimal cycle path for manipulators to visit N work
points.

3 Algorithms for PTP-oriented MTMPP
of robot manipulators
3.1 With unique configuration in each work
point

In this case, N work points @ = (Cg,,Cg.2,"",
Ce.n) are given, where, Cg,; has only an unique con-
figuration (1 < i < N).

Based on the algorithm by Luo and Fan!”, a novel
hybrid evolutionary computation simulated annealing al-
gorithm EC” SA for this class of MTMPP is presented as
follows.

Algorithm EC*SA

1) k < 0; //Initialize counter

2) Initialize (Temperature (k));

// Tnitialize annealing temperature
3) // Generate the initial population. Here, an indi-
// vidual is a motion cycle path of manipulator
// which is just one of the arrangements for work
// points (Cg,1, Co 2, Co,3,"*» Co,N) -
Initialize (Population (k));
/= (P(1), P(2),-+, P,(N))
4) EvaluateObjectFunction (Population (k)) ;
/= (F(P(1)), f(Pr(2)) ==, f(Py(N)))
5) EvaluateFitness (Population (k) );
/= (F(P,(1)),F(P(2)),-, F(P,(N))
6) TerminationCriterion = FALSE;
7) While (! TerminationCriterion)
{
8) k<—k+1;
9) Population (k — 1)¢V <Select (Population (% —
1)); // Selection Operator
10) Population (k — 1) < Crossover (Population
(k - 1)V); //Crossover Operator
11) Population (& — 1)® <—Mautation (Population ( &
- 1)®); //Mutation Operator
12) Population (k — 1) <Inversion (Population (&
- 1)®); //Inversion Operator
13) // Generate new individual from the old one
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// according to certain strategies.
// Those individuals will be accepted or refused
// according to Metropolis Criterion.

14) for (i = 15i <= N;i ++)

o

15) Generate P,_;(i)’ from P,_{(i)¥;

16) // Strategy 1: For certain consecutive sections of
// the current motion path, those draw-out points
// are rearranged with the
// contrary order corresponding to the quondam
// order and those points are used to replace the
// former ones.
// Strategy II: Delete certain consecutive sections
// and use the other generated randomly consecu-
// tive sections of the
// current motion path to replace the deleted sec-
// tions.
// The above two strategies can be chosen rando-
//mly in each generation process.

17) if (F(Po_1(i)) < AP ()W)

18) Population ( k — 1)'* <—Population (¥ — 1)™® U
[P (i)'}

19) else if (exp (—(f(P_1(8)') —f( Py (D)) /
Temperature (£ — 1)) > random [0,1))

20) Population (k — 1) <—Population (k — 1)® U
{Pk_1(i)' } H
|

21) N' <—|Population (k — 1)® |;

22) for(i = 13i <= N';i ++)
// Do the stretch for the fitness of individual .

(%)
23) F(P_1(i)™®) < exp( F(P,_(i)*)/ Tem-

perature (k — 1))/( Zexp(F(P,,_l(i)“))/

Temperature (k — 1)))

24) // Generate weight values for individuals in Popu
//lation (k — 1)® according to the comparison
//in it. (% %)

25) for (i = 150 <= N';i ++)
|

26) Select g random individuals from Population ( k

DW= (P (D, P (D,
/N Pia{g)*), wherel < g < N'.

27) number (i) < Eq]LF(P,,_l(i)(“)/mIF(Pk_l

j=1

(D)D), F(P_1(jD)*)} 15 /L - ] is the symbol
of rounding.
// number (i) denotes the number of the individ-
// ual P,_;(j)* whose fitness is smaller than
N F(Pey (D)),

28) Weight (P,_;(i)™) <—number(i);
}

29) Population (k — 1) <Sort descending for N’
individuals of Population ( £ — 1) according to
Weight (P,_(i)®);

30) Population ( k) <Select the first NV individuals of
Population (k — 1)

31) Temperature (k) < Update ( Temperature (k —
1));

32) EvaluateObjectFunction (Population (%)) ;

33) EvaluateFitness (Population (k)) ;

}

34) Export the best individual (i.e. the sequence of N
work points) as the minimum time motion cycle
path for robot manipulatiors .

In the above algorithm, four operators are used: pro-
portional model select operator; edge recombination
crossover ( ER) operator; repeated exchange mutation
(EM) operator and inversion mutation (IVM) operator.
In addition, several special operators or transforms are
designed .

Remark 1 In operator ( * ) of the above algo-
rithm, the stretching or scaling for fitness is intro-
duced!®) . When the annealing temperature descends, the
effect of scaling or stretching is strengthened, and the
difference among the individuals with close fitness is
magnified, which makes the advantage of excellent indi-
viduals more obvious.

Remark 2 In operator ( * * ) of the above algo-
rithm, a special selection operator is introduced. This
selection operator embodies the competition of individu-
als, which can always let several best individuals get in-
herited in the next population.

Remark 3 A convergence conclusion can be made
by the properties of Markov chains. That is, the proba-
bility of EC* SA’s converging to a set of optimal popu-
lation consisting of global optimal solutions will finally
approach 1. This conclusion can be proved similarly as
in [9]. As for the analysis of convergence rate, it is
easy to draw a conclusion based on the figure descrip-
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tions for the convergence process in Section 4. For the
sake of paper length, it should be not discussed in de-
tail .

Remark 4 An initial time cost matrix is construct-
ed. It should note that algorithm EC* SA can be used
only in the “complete graph” which means the manipu-
lator can reach any point from any other points. So it
has to know the given direct moving time of the manipu-
lator between two arbitrary points.

According to the condition and the corresponding dis-
cussion in Section 1, the initial graph conceming spatial
relation should be judged whether it is “complete graph”
or not. If it is not, there would be some pairs of work
points between which the manipulator can not move di-
rectly from one to another, and a new “complete graph”
has to be constructed based on the initial one. The basic
idea behind the construction algorithm is to construct the
connected relation for those dotted pairs between which
there is no direct moving path for manipulator. The
weight between those dotted pair of points is the mini-
mum moving time cost of manipulator between them.
Meanwhile, the optimal path of manipulator between
those two points comresponding to the minimum moving
time cost is recorded. Here, algorithm Floyed in graph
theory is used to find the minimum moving time cost and
the optimal path of the manipulator between each dis-
cussed dotted pairs.

In the global optimal motion cycle path found by al-
gorithm EC™ SA, if there are two neighboring points
which are not accessible directly to the manipulator in
the initial graph, these points can be connected via the
gained local optimal motion path between two points in
the former construction work. But in this way, some
points may be visited more than once.

3.2 With multiple configurations in each work

point

To this point, multiple configurations can be chosen

in each work point. Given N work points @ = (Cg ,,
Co,2,°** Co,n), where Co; = (Co,i,1,Co,i2:"""s
Ce_,-_pe.i) has corresponding Pg_; configurations (1 < i
< N). As shown in Fig.1, an algorithm is designed to
confirm the selection of configurations for each point to
let each point only own a special configuration and get
the global minimum time motion cycle path.

robot manipulators and their implementations on PVR-based control platform 703
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Fig. 1 Sketch map for planning path of manipulator with

multiple configurations

In the algorithm EC* SA_ DP shown in the next

page, the dynamic programming (DP) technique is
combined to solve this problem.

Algorithm EC*SA_DP

I) Presentation of the computing method for object

function.

1) Let S¢ = min |Pg. 1, Pg y] be the smaller of
Pg | and Pg y. Here, suppose Sg = Pg y.

2) Define Min_Length_. & = W ( W is a constant of

infinity) .

3)for(r=1;r <= Sg;r ++)
{

4) Here, introduce two new points Cg ¢ and Cg 4,
where Cg g = Co.y = {Co, y,.} is the set owning
the only element and their number of configura-
tions is Pg g = Pg,5 = 1.

5) Now, the initial order has been adapted as: X, =
(Co,05Co,15"**» Co,n_15Co,). The number of
configurations in this order is: | X, | = Pg9+ Pg,

N-1
+Pos++Poni+Pog =2, Pg;+2.
i=1

6) Regard X, as a graph in which a work point config-
uration corresponds to a point. Let Ey, be the set
of pairs of points in X,. It means that Ey; is the set
of edges in X,.

7) For matrix Mg = X, x X,, time cost function
t(Co.y.usCo.v.w) denotes the minimum moving
time of manipulator between the work point con-
figuration Cg, ,,, ., and Cg , ., , Where u,v = 0,1,
2, ,N-2,N-1,Nand1 < us < Py ,,1 <
vv < Pg,,.

t(Co0,1:Co,1.x) = t(Co,n,r+Co,1.m) and

e
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t(Co0.15Co.f.1) = t{Con,,»Con,) = W,
wherel <« k< Nand1 < kk < Py ;.

8) Let Path (i,j) be the shortest path from certain
configuration C,; ; of Co,; 10 Co.v = {Co,n,,}
between which the total moving time cost is the
minimum, Time_ Cost (i,j) be the total mini-
mum moving time cost comresponding to Path (i,
j),where0 < i < N-1landl < j < Pe,:-

9) According to “Optimal Principle” of DP, there are
two equations:

(Time_ Cost(i,j) =

“ll.ﬂ {t(ce i "C@ i+ h)
2 25) Wi+,
Ishsl’e'l 1“‘"(%,i.j'%.i 1 )GEX

WTime_ Cost(i +1,R)}if0<g i< N -2,

Time_ Cost(N - 1,j) =

“t(CO.N—l.jicO.N.l) = I(C@.N-l.jice.N.r)

10) Let D(i,j) = h be the corresponding h which
makes the right of the above first equation get the
minimum value.

11) At last, for the initial work points order, Time _
Cost(0, 1) becomes the total minimum moving
time cost via solving the above DP equation. Let
Length_ X, = Time _ Cost(0, 1) be the final re-
sult.

12) if (Length_ X, <Min_Length_@®)
{

13) Min_Length_ ® =Length_X,;

14) Do the recoding: Path_. ® =

C@,l.q(l),ce,z;q(z)"",Ce.lv-l.q(lv-n,

Co,i,q(M))-

where ¢(0) = 1,¢(N) = 1, and q(i) =

D(i-1l,q(i-1))(1<gigN-1).

Co,0,40 = Co.0.1 = Co,i,qi) = Co.i1 =

( C@.O, q(0) »

C@.N.r'

}
|
The object function of @ is: f(®) = Min_
Length_ @. The corresponding optimal cycle path is
Path_ 0.
II) Getting the optimal solution by means of the simi-
lar process of algorithm EC™ SA.
The following process is similar to the process of
algorithm EC* SA. The unique difference is the
computing method of corresponding object func-
tion.

4 Numerical simulation results

C+ + programs have been written to implement the
above two algorithms. The developed platform is Visual
C+ + 6.0 and the computer used here is Intel Pentium
4 (1.6GHz) + 256 MB RAM.

Some points in the workspace of robot are generated
randomly. In the case, 76 tests from N = 5 up to 80
work points with one test for each value of N are gener-
ated. Fig. 2 is the comparison diagram of CPU time for
each test after the convergence of several algorithms.
The general pérfonnance of EC™ SA is the best. For ex-
ample, when N = 80, ENM is 6.4106 times longer than
EC* SA. Although its CPU time is longer than SGA, it
can get more high-quality solutions. Fig. 3 makes a
comparison of EC* SA and SGA in convergence curve of
minimum time considering 80 points. Here, the mini-
mum times obtained via SGA and EC* SA are 37.0453s
and 34.4637s respectively.

4.1 Numerical simulation for algorithm EC* SA

The test robot prototype is a 6 — DOF YASAKAWA
UP6 MOTOMAN robot. In terms of large numbers of
work points, the running results of algorithm EC™ SA
are compared with elastic net method (ENM)'3), simu-
lated annealing (SA), and simple genetic algorithm
(SGA), as shown in Fig.2 and Fig.3.

90 —SGA
Heees e EC*SA |34 .
g .........
2 sofiin Ao
2 - A
O 30 [ R /_/
L. 0o SR SRS TUUUTO SO ]
10} r// """ ¥
0 é
10 20 30 40 50 60 70 80
number of work points

Fig. 2 Comparison diagram of convergence time
considering 5 to 80 work points

optimal minimum time/s
w
(=3
Ry

0 50 100 150 200 250
generation

Fig. 3 Comparison between BC” SA and SGA in convergence
curve of minimum time considering 80 work points
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4.2 Numerical simulation for algorithm EC”
SA_DP

The same example as in [5] is considered. For a2 -
DOF robot ( one prismatic joint and one rotational
joint) , there are 15 work points to be planned ( there
were only 10 points scheduled in [5]). In the
workspace, each point can be reached with two different
configurations (“elbow right” and “elbow left”). Joint
limits, velocity and acceleration parameters on each link
are given in Table 1. And the detailed coordinates are
given in Table 2. One of the optimal results obtained by
EC* SA_ DP is shown in Fig. 4. The cormesponding
minimum time is 15.8099 s.

Table | Kinematics parameters
joint Limits velocity acceleration
€[ -50,140]/mm K, =20.67/s K, =183.34/¢
¢:€[-10,2401/(°) K,=51.56/s K,=103.12/¢

Table 2 Joint coordinates of 15 work points

No. qn 921 912 92

1 -28.7 14.5 48.7 165.5

2 13.5 48.6 66.4 131.4

3 41.3 14.5 118.7 165.5

4 65.3 30.0 134.6 150.0

5 30.3 7.2 9.7 172.8

6 -6.4 48.6 46.4 131.4

7 -4.6 300 64.6 150.0

8 3.5 48.6 8.4 131.4

9 50.0 0.0 130.0 180.0

10 -40.0 0.0 40.0 180.0

11 -46.0 2.5 219 151.5

12 4.6 -10.0 93.4 190.0

13 81.1 50.0 132.5 130.0

14 4.6 450 98.2 135.0

15 -1.48 300 67.8 150.0

250 ;

200 T e Sy R -
150 11'/\6:'15125': 3':3:'0‘__1
:\; 100 \ gt 14 7|
M 6 21 3\14

SO0h T ; 13

E 15 3
op 4105 f:f\é e
-60-4020 0 20 40 60 80 100 120140
4,/ mm

Fig. 4 One of optimal results obtained by EC™ SA_DP

5§ Virtual implementations on PVR-based
control platform

In this section, the presented algorithms are imple-
mented on a PVR-based control platform developed by
the authors and a useful metaphor called “virtual instruc-
tional moving path” is gotten. The function can be de-
scribed via an example as follows. When a user wants to
move a robot manipilator, he can move the aim on the
PVR-based control platform along an optimized moving
path got by the proposed algorithm in the virtual envi-
ronment at first. As soon as the user finishes moving one
step along the virtual path, the corresponding practical
movement of the robot manipulator will be carried out in
the practical environment with the help of “task deduc-
tion” and “action planning” modulest'® '] | The graphic
simulation results are shown in Fig.5 and Fig.6 respec-
tively. In the figures, the big black dots denote the pre-
scribed work points that have to be visited by the manip-
ulator.

Fig. 5 One of middle states of manipulator on
planined virtual instructional moving path

Fig. 6 Starting state of manipulator on planned
virtual instructional moving path
6 Conclusions
MTMPP of robot manipulators to execute some rela-
tively complex tasks is a rather difficult optimal prob-
lem. Some approaches were proposed in solving PTP
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task. However, they could not get over the main diffi-
culty of solving MTMPP problem. Aiming at those es-
sential difficulties, this paper has made the following
contributions .

1) For the instance of high-order DOF robot manipu-
lator visiting large numbers of work points with unique
or multiple configurations, two novel algorithms EC*
SA and EC” SA_ DP are presented, and near optimal
solutions are obtained .

2) Virtual simulation is carried out on the PVR-based
control platform for the first time, and some useful vir-
tual simulation results are obtained. It could be expanded
as the metaphor operations in the virtual world and be
used in the field of teleoperation as well.
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