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Fault diagnosis for large-scale equipments in
thermal power plant by data mining
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Abstract: This paper proposes a new approach to diagnose frequent faults for large-scale equipments in thermal power
plants. Based on the acquired data in SCADA (Supervisory control and data acquisition) systens, a hybrid-intelligence data-mining
framework is developed to extract hidden diagnosis information. The hard core of the hybrid-intelligence data-mining framework is
an algorithm in finding minimum size reduction which is based on rough set approach, which makes it possible to eliminate addi-
tional test or experiments for fault diagnosis which are usually expensive and involve some risks to the equipment. This approach is
also tested by all the data in a SCADA system’ s database of a thermal power plant for boilers fault diagnosis. The decision rules’ ac-
curacy varied from 92 percent to 95 percent in different months.
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1 Introduction

With the development of modem science and
technology, the equipments of thermal power plants are
getting larger and more complex. The wide applicatdon of
large-scale equipments produce huge economic benefit;
but,at the same time, it causes a series of problems. The
investment and maintenance of large-scale equipments are
unbearable and the accidents caused by these equipments
are serious. So fault diagnosis of large-scale equipments has
gained increased attenton during the last few years.
However, due to the complex interacdon among the fault
symptoms, of faults and their
characteristics are very complex, it is very difficult to get
high accuracy for large-scale equipments’ fault diagnosis.

In practical application, engineers in power plants
handle day-to-day maintenance, additional test and expert
advice are often required from the technology supporting

the mechanisms
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the center of manufacturing companies for more complex
fault diagnosis and maintenance, although these addidonal
tests are often expensive and involve some mnsks to
equipments, and the domain experts’ knowledge is very
important at that time.

In recent years, fault diagnosis methods for large-scale
been widely developed. Model-based

methods, fault tree approaches, fuzzy comprehensive

systems have

evaluation systems, pattern recognition techniques and
neural networks(NN) are in common use for such tasks.
However, due to the complexity of large scale equipments
in thermal power plants, methods based on process data,
not on model or expert knowledge, would be more
adequate . Neural networks are based on data only, but the
accuracy of trained NN is not satisfied to large-scale
equipments’ fault diagnosis because data from practical
industry always contain conflicted the data. Therefore, it is
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necessary to develop another technique which is based on
process data and supposed to have high accuracy . In order
to develop a new method based on process data for fault
diagnosis, this paper proposes an intelligent data-mining
framework to extract hidden information directly from
data in SCADA systems’ database, no additional tests or

experiments are needed.

2 Overview of data mining in power engi-
neering

Data rhining is a process of discovering new , meaningful
and interesting information direcdy from large amounts of
data[1]. In recent years, data mining applications have
been successfully applied in many areas, such as
astronomy, molecular biology, medicine, and geology etc.
Recently, some researchers are trying to apply this new
method to power engineering applications. In [2], data
mining techniques are applied to fault diagnosis in power
transformers . Reference [3] mines association rules from
historical data of a thermal power plant to derive accurate
models of the behavior of plant component. In [4], data
mining tools are used to extract rules from the
power-generation database in the Mexican systern. [5]
extracts hidden information in power ¢ompany database,
which is related to customer billing. [6] studies the work
on load profiling through data mining. Up to now, due to
the complexity of large-scale equipments in thermal power
plants, data mining techniques have not been used m these
equipments’ fault diagnosis.

Based on the properties of data mining, it is possible to
get useful information related to frequent faults directly
from SCADA systems’ database.

3 Data mining for fault diagnosis

Data in SCADA systems database provide useful
information on equipment states. A data mining technique
based on fuzzy rough set theory for large-scale equip-
ments’ fault diagnosis has been proposed in this section.
3.1 Process data in SCADA systems’ database

Large numbers of process variables’ value are stored in
SCADA systems’ database, including analog input points,
digital input points, calculated value points, enter value
points, pulse input points, and sequence of events
(S.O.E.) input points, etc. Generally, the process
variables’ value is stored in SCADA systems’ historic
database once a minute, totally 1440 real numbers which
represent the readings of one variable from 0 hour 0
minutes to 23 hour 59 minutes.

According to the features of thermal power plants’
equipments, some mathematical relationships exist among
equipments’ states. The abnormal states of equipments can
be represented by the change of some variables’ values.
3.2 Data mining process for large scale equip-

ment’s fault diagnosis

In order to find the relationships among equipment’s
faults and related variables states, the process of data mining
should be translated into practical steps . Figure 1 represents
the data mining process in five steps.

problem

raw data lection of d selected data data
L selection of data .
description pre-processing B
4
. g|8
rules for minimal sets of &
. . . [
evaluating the data fault diagnosis extracting rules for variables attribute =
fining results fault diagnosis reduction

Fig. 1

Generally, the first step of data mining is to organize the
raw data and the last step is to visualize the results. In the
entire process, the first three steps reduce the amount of
data by up to two orders of magnitude, still presenting the
original characteristics of the raw data. But the
pre-processed data contains too many variables to industrial
application. The core of the data mining program fs an
attribute reduction module based on rough set theory.
This step reduces data to a manageable set of variables.
3.2.1 Problem description and data sele¢tion

This step involves the description of fault type, fault

Data mining process for fault diagnosis

process, fault diagnosis process, the understanding of
historic database in thermal power plant’s SCADA
systern, and the basic knowledge of thermal power plant.
Then, the data mining expert analyzes the problem
accordifig to fault process and recognizes the data which
aré related to the faults possibly .

Based on the analysis of fault process and features of
related equipment, the data mining experts and domain

experts can recognize all the possible data related to the
faults.
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3.2.2 Data pre-processing

The selected data contain many variables that are not
related to the faults. In order to reduce the calculation,
data pre-processing should be done first. In particular, the
data pre-processing include three steps:

Step 1
coefficients of all analog input variables and calculated

correlation analysis. The correlation
value varables related to the fault are calculated first. Based
on the calculation results, all
correlation coefficients related to the fault are less than a

the variables whose

certain value are deleted, then a related variable set is ob-
tained .

Step 2 prncipal component analysis. All variables are
linear to get

components, then a principal component set of variables is

mapped to another space principal
obtained .
Step 3

expenential set of variables from domain experts.

domain expert experience. We can get an

Finally we can get the preparation set of variables for
data mining from the union of related set, principal
component set and experiential set.

3.2.3 Data mining

The preparation set of variables still contains many
variables that are not tightly related to faults. An attribute
reduction technique based on rough set theory is used to
mine the minimal set of variables in the preparation set.

A) Background.

One of the theories specially developed for data mining
is the rough set theory [7]. It has been used to discover
structural relationships from imprecise or noisy data.

Rough set theory is based on the establishment of
equivalence classes within the given training data. A rough
set definition for a given class C is approximated by two
sets:a  lower approximation of € and an upper
approximation of C. Based on rough set theory,
knowledge is expressed by a decision table which is
defined in terms of LR-systems as follows.Let L = (U,
A) be a knowledge representation system and let C, D C
A be two subsets of attributes, called condition attributes
and decision attributes respectively. KR-system with
distinguished condition and decision attributes is called a
decision table and is denoted T = (U,A,C,D) or in
short CD-decision table . In decision tables , some condition
attributes are redundancy, so they are removed and
decision tables are simplified. The reduction can be loosely
defined as a minimal subset of attributes uniquely
identifying all objects, it expresses an altemative and
simplified way to represent a set of objects.

In the reduced decision table, the same decision is made
based on a smaller number of condition attributes. This
kind of reduction eliminates the need for checking
unnecessary condition attributes to arrive at a conclusion.

The approach of attribute reduction in a decision table
generally consists of the following steps:

1) Based on rough set theory, compute reductions of
condition attributes which is equivalent to elimination of
some columns from the decision table;

2) When two rows have the same values in the
decision table, eliminate the duplicate rows;

3) Elimination of superfluous values of attributes.

B) Attribute reduction algorithm.

In order to mine decision rules for fault diagnosis, the
variables in preparation set are regarded as condition
attribute and the fault status is regarded as decision
attribute . The attribute reduction algorithm can generate a
minimal variable set (minimal reduction) directly from
preparation variable set, representing the fault classification
at the highest accuracy. The varables in minimal variable
set can be used to obtain decision tree for fault diagnosis.

The attribute reduction algorithm based on rough set
theory is applied to discrete-valued attributes,
continuous-valued attributes must therefore be discretized
prior to its use. The steps of attribute reduction algorithm
are as follows.

Step 1  Establish a 2-dimension table by one
month’s data from data sample sets, all the real numbers of
a variable in preparation set line up as a condition
column, the fault status as a decision column, then the
table has n + 1 columns and 1440 x d rows, n = the
number of varables in preparation set, d = the number of
days in the assigned month.

Step 2 Discretize the variable values to five parts
according to equal frequency principle, discretize the fault
status  values to three parts according to expert’s
experience . These form the decision table.

Step 3  According to rough set theory, calculate all
reductions of condition attributes by global search and
then find the minimal reduction.

Step 4 Summarize the number of duplicate rows to
get the reliability of this row, then eliminate the duplicate
TOWSs .

Step 5 If all the condition attributes are the same
while the corresponding decision attribute is different,
eliminate the rows whose summation is less than 30
percent of this condition attributes’ summation .

Step 6  Eliminate the superflious values of
attributes, the minimal variable set representing the fault
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classification at the highest accuracy in this month is ob-
tained .

Step 7 Based on another month’s data, repeat Step 1
to Step 6 again until all data samples in historic database
have been considered.

Step 8 Calculate the intersection of all the minimal
variable sets of all month, the final minimal variable set is
obtained.

In practical application, conflicted data always exist in
historic database of SCADA system, Step 5 is necessary to
avoid the adverse influence by the fluctuation data.
3.2.4 Extracting rules for fault diagnosis

The varables in the final minimal set are regarded as
condition attributes and the fault state is regarded as
decision attribute, then decision rules for fault diagnosis are
generated for each class (one row expresses one class) in
the final minimal varable set. In this paper, the condition
attributes’  value is discretized to five parts and the
decision attribute’s value is discretized to three parts, the
scale of decision tree is very large if the number of
condition attributes is more than 5, then it is very difficult
for engineers to apply. So we do further attribute
reduction as follows:

Step 1 Arrange the conditon variables, let A; express
the ith variable of the condition attributes. Let ¢ = 1.
The decision table contains N conditon variables.

Step 2 Eliminate the ith attributes, then calculate the
accuracy of the decision tree based on the left attributes. If
the descent of accuracy is not more than 0.7 percent, the
elimination is confirmed, otherwise cancel the elimina-
tion.

Step 3
less than 3 or i = NV, then go to Step 5, otherwise, go to
Step 4.

Step4 Leti = i + 1, go to Step 2.

Step 5 Stop.

Finally, we can get the sub-optimal variables set for fault
diagnosis, the accuracy of this final decision table is high
(not highest) enough for actual application and the scale
of decision tree is not too large.

3.2.5 Evaluating the data mining results

Evaluation has been carried out to confirm the data

If the number of the left condition variables is

mining results by using the test data sets.

The evaluaton algorithm is as follows:

Step 1  Establish a two dimension table by one
month’s data from test data sets, as the data mining
algorithm, to form a table with n + | columns and 1440 x
d rows, n = the number of variables in preparation set, d

= the number of days in the assigned month.

Step 2  Discretize the variables value to five parts
according to equal frequency principle, discretize the fault
state value to three parts based on expert’s experience.
Then the decision table is formed.

Step 3 Calculate the accuracy of the final decision
tree according to this month’s data.

Step 4
Step | ~ 3 until all data in test data sets have been checked
up.

If the data mining is performed on enough data samples
and the final decision tree satisfy the test data sets, it can be

Based on another month’s data, repeat

applied to industrial application.
4 Case study

The proposed approach is tested by three years’ data in
a SCADA system’s database of a thermal power plant.
One case that occurred more than 100 dmes in three years
has been studied. The research result is discussed in this
section.

4.1 Case description

In the thermal power plant, the temperature on A (T,)
and B side ( T) of boilers’ 4th Superheater outlet should
be balanced. Imbalance is considered to be abnormal. Let
D = T, — Ts. According to domain experts’ experi-
ence, if D is not larger than 10 °C, it is good. If D is larger
than 10 “C but not larger than 20 9C, it is not good but
acceptable . If D is larger than 20 °C, it is a fault.

For the purpose of the case study, we collect three
years’ data from a thermal power plant. We select data
samples from the historic database of SCADA system every
other month as a mining data set, the left data is regarded
as a testing data set.

4.2 Preparation of data

The collected data include analog input points, digital
input points, calculated value points, enter value points,
pulse input points, and S.O.E. input points, totally 6082
points. According to the behavior of boiler, the related
data are analog input points and calculated value points,
totally 2834 . Based on these 2834 variables, we get the
preparation set by data pre-processing in Section 3.2.2, it
has 497 variables.

4.3 Data mining for temperature difference
diagnosis

The preparation variables is regarded as condition
attributes and the temperature difference is regarded as
decision attribute. Applying the proposed attribute
reduction algorithm in 3.2.3, a2 minimal variable set for
one certain month is obuained. Then the intersection of
minimal variable sets of all months in mining data set is
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calculated to obtain the final minimal varable set, 1t
contains 12 condition attributes . Because of the large scale
of this decision table, it is difficult for engineers to utilize.
Further reduction has been done by the algorithm in
Section 3.2.4, then two condition variables are left, the
scale of this decision table is acceptable, it is shown in
Table 1, its accuracy is varied from 92% to 95% in

various months.

Table 1 Final decision table
Vs Vig D
1 1
1 2 3
1 3.4 2
2 1,2,3.,4 2
3 1,2,3 1
3 4 2
4 1,2,3,4.5 1
5 1,2.3,4.5 1
1,2,3.4,5 5 1

V7 is the metal temperature of tertiary superheater on A
side, Vg 1s the metal temperature of fourth superheater
outlet on E side, D is the temperature difference.The
final decision table can be expressed by a decision tree
simply as shown in Fig.2.

45
Fio :
: 1,2,:,5 N

D D

Fig. 2 Final decision tree

The decision accuracy of the final decision tree for
February,2000 is 94.76% , a little less than the accuracy
based on the decision table contained 12 condition
attributes, but it is much more compendious.

4.4 Evaluation of the data mining results

The data mining result has been verified by the testing
data set, the classification accuracy is varied from 91% to
95% in different months. For example, for the data of
May 2000, the classification accuracy of the final decision
table is 94.47% . By data mining results, the temperature
difference is due to the abnormal metal temperature of

tertiary and fourth superheaters.

5 Conclusion

The research rteported in this paper proposes a new
approach for fault diagnosis of large scale equipments in
complex industry application with SCADA systems. Based
on the acquired data in historic database, this paper
develops a hybrid-intelligence data-mining framework to
extract hidden knowledge directly from the SCADA
system. This new technique is based on process data only
and elinunates additional tests or experiments that are often
expensive and involve risks to equipments.

On the other hand, the variables themselves in historic
database are regarded as condition attributes in decision
table, the rules mining from historic database are expressed
directly by the variables. Then it is acceptable for engineers
to understand and apply to industry application.
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