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Finite-time synchronization of fractional-order chaotic systems by
considering dead-zone phenomenon

TIAN Xiao-min†, FEI Shu-min, CHAI Lin
(Key Laboratory of Measurement and Control of CSE, Ministry of Education, School of Automation Southeast University,

Nanjing Jiangsu 210096, China)

Abstract: A novel fractional-order sliding-mode control (FSMC) scheme is proposed to realize the finite-time syn-
chronization between two different fractional-order chaotic systems. We assume that both master system and slave system
are perturbed by parameter uncertainties, model uncertainties and external disturbances. Moreover, the effects of dead-
zone nonlinearities in control inputs are also taken into consideration. Lyapunov’s stability theory is applied to prove that
both reaching phase and sliding phase are of finite-time convergence. A simulation example is provided to validate the
effectiveness and feasibility of the proposed scheme.
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1 Introduction
Although fractional calculus is a mathematical

topic with more than 300 years history, its applications
in the fields of physics and engineering have attracted
lots of attentions only in the recent years. It was found
that, with the help of fractional calculus, many systems
in interdisciplinary fields can be described more accu-
rately[1–4]. That is to say, fractional calculus provide
a superb instrument for the description of memory and
hereditary properties of various materials and processes.

The research for fractional-order chaotic systems
has grown significantly over past decades and has be-
come a popular topic. For example, Odibat[5] pro-
posed nonlinear feedback control scheme to realize the
synchronization of two non-identical fractional-order
chaotic systems. Targhvafard et al.[6] developed an ac-
tive control method to proceed phase and anti-phase
synchronization of fractional-order chaotic systems.
Zhang et al.[7] used the single driving variable method

to realize the adaptive stabilization of chaotic systems.
Lu[8] introduced a nonlinear observer to synchronize the
chaotic systems. Chen et al.[9–10] researched the chaos
synchronization of fractional-order chaotic neural net-
work.

However, almost of the above mentioned works are
merely focus on the asymptotic stability of fractional-
order systems. In practice, it is more favorable to stabi-
lize/synchronize the fractional-order systems in a given
time rather than asymptotically. The finite-time control
techniques have demonstrated better robustness and dis-
turbance rejection properties. On the other hand, it is
worth noting that the dead-zone properties is frequently
encountered in various engineering systems and can be
a reason of instability. Thus, in designing and imple-
menting the controller, the effect of dead-zone nonlin-
earities in control inputs cannot be neglected. However,
to the best of the authors’ knowledge, up until now,
there is no information available about the finite-time
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synchronization of two uncertain fractional-order sys-
tems with dead-zone nonlinear inputs, so it is still an
interesting and challenging problem.

Motivated by the above discussions, in this paper,
our goal is to design a robust controller to achieve
finite-time synchronization for two different uncertain
fractional-order chaotic systems. It is well known that
sliding mode control (SMC) approach is a very effective
robust nonlinear control technique. When the controlled
system operates on sliding surface, the closed-loop sys-
tem dynamics reduced to the sliding surface dynamics
which has desired characteristics such as good stabil-
ity, disturbance rejection ability, and tracking capabil-
ity. With this in mind, in this paper, we applied SMC
technique to realize our goal.
2 Preliminaries

In this section, a commonly used definition and
some lemmas are given to analyze the fractional-order
system.
2.1 Definition and Lemmas

Definition 1 For n − 1 < α 6 n, the Riemann-
Liouville fractional derivative of order α is defined as

t0D
α
t f(t) =

dαf(t)
dtα

=

1
Γ (n− α)

dn

dtn

w t

t0

f(τ)
(t− τ)α−n+1

dτ, (1)

when α > 0, t0D
α
t represents fractional order deriva-

tive, when α < 0, t0D
α
t represents fractional order in-

tegral, in this paper, we use Dα to denote 0D
α
t .

Lemma 1(see [11]) In Riemann-Liouville deriva-
tives if p > q > 0, m and n are integers such that
0 6 m − 1 6 p < m, 0 6 n − 1 6 q < n , then we
obtain

aD
p
t (aD

−q
t f(t)) = aD

p−q
t f(t).

Lemma 2(see [11]) In Riemann-Liouville deriva-
tives if p, q > 0, m and n are integers such that
0 6 m − 1 6 p < m, 0 6 n − 1 6 q < n, then
we obtain

aD
p
t (aD

q
t f(t)) =

aD
p+q
t f(t)−

n∑
j=1

[aD
q−j
t f(t)

]
t=a

× (t− a)−p−j

Γ (1− p− j)
.

Lemma 3(see [12]) Consider the system

ẋ(t) = f(x(t)), f(0) = 0, x(t) ∈ Rn, (2)

where f : D → Rn is continuous on an open neighbor-
hood D ⊂ R. Suppose there exists a continuous differ-
ential positive definite function V (x(t)) : D → R, real
numbers p > 0, 0 < η < 1, such that

V̇ (x(t)) + pV η(x(t)) 6 0, ∀X(t) ∈ D.

Then the origin of system (2) is a locally finite time sta-
ble equilibrium, and the settling time, depending on the

initial state x(0) = x0, satisfies T (x0) =
V 1−η(x0)
p(1− η)

.

In addition, if D = Rn and V (x(t)) is also radially un-
bounded, then the origin is a globally finite time stable
equilibrium of system (2).
2.2 Problem statement

Consider two fractional-order chaotic systems with
parameter uncertainties, model uncertainties and exter-
nal disturbances, described by

Master system:

Dαxi = (Ai + ∆Ai)x + fi(x) + ∆fi(x) + dm
i (t).

(3)
Slave system

Dαyi = (Bi + ∆Bi)y + gi(y) + ∆gi(y) +
ds

i(t) + hi(ui(t)), (4)

where i = 1, 2, · · · , n, α ∈ (0, 1), x = (x1 x2 · · ·
xn)T, y = (y1 y2 · · · yn)T ∈ Rn are the state vectors
of the system (3) and (4), respectively. Ai, Bi ∈ R1×n

are the ith row of two n × n constant matrices, re-
spectively. ∆Ai,∆Bi ∈ R1×n are the ith row of two
n × n parameter uncertainties matrices, respectively.
fi(x), gi(y) : Rn → R are two continuous nonlinear
functions, ∆fi(x),∆gi(y) : Rn→R and dm

i (t), ds
i(t)∈

R are model uncertainties and external disturbances
in system (3) and (4), respectively. u(t)=(u1(t) u2(t)
· · · un(t))T ∈ Rn is the vector of con-
troller to be designed later, and hi(ui(t)), i=1, 2,· · · ,
n is a dead-zone nonlinear function, determined by

hi(ui(t)) =



(ui(t)− u+i)h+i(ui(t)), ui(t) > u+i,
0, u−i 6 ui(t) 6 u+i,
(ui(t)− u−i)h−i(ui(t)), ui(t) < u−i,

(5)

where h+i(·) and h−i(·) are nonlinear functions of
ui(t) , u+i and u−i are given constants. Besides, the
nonlinear input hi(ui(t)) outside of the dead-band has
gain reduction tolerances β+i and β−i, which satisfy the
following inequalities:




(ui(t)− u+i)hi(ui(t)) > β+i(ui(t)− u+i)2,
ui(t) > u+i;

0, u−i 6 ui(t) 6 u+i;
(ui(t)− u−i)hi(ui(t)) > β−i(ui(t)− u−i)2,

ui(t) < u−i,

(6)

where β+i and β−i are positive constants.
Subtracting (3) from (4), we can get the synchro-

nization error system as

Dαei = (Bi + ∆Bi)y + gi(y) + ∆gi(y) + ds
i(t)−

(Ai + ∆Ai)x− fi(x)−∆fi(x)− dm
i (t) +

hi(ui(t)). (7)

In order to make the proposed scheme is more ef-
fective and reasonable, an assumption is provided.

Assumption 1 It is assumed that the uncer-
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tainties ∆Ai, ∆Bi,∆fi(x),∆gi(y) and disturbances
dm

i (t), ds
i(t) are bounded by

||∆Ai|| 6 θi, ||∆Bi|| 6 ψi,

|∆fi(x)| 6 δi, |∆gi(y)| 6 ρi,

|dm
i (t)| 6 Lm

i , |ds
i(t)| 6 Ls

i,

where θi, ψi, ρi, δi are given positive constants, Lm
i , Ls

i

are two known positive constants.
3 Controller design

Generally, the design of sliding mode controller for
stabilizing the uncertain fractional-order error system
(7) has two steps. First, an appropriate sliding surface
with the desired dynamics need to be constructed. Sec-
ond, a robust control law is designed to ensure the exis-
tence of the sliding motion. In this paper, we select the
following fractional-order integral type sliding surface

si = Dα−1ei + Dα−2[
λ

µ
ei + (eTe)−µei +

Dα−1ei

t−(1−α)−1

Γ (α− 1)
], (8)

where e = (e1 e2 · · · en)T, λ, µ > 0.
When system (7) operates in sliding mode, the fol-

lowing equations are satisfied
si = 0, ṡi = 0.

Taking the time derivate of (8), it yields

ṡi = Dαei + Dα−1[
λ

µ
ei + (eTe)−µei +

Dα−1ei

t−(1−α)−1

Γ (α− 1)
]. (9)

That is, the sliding mode dynamics is obtained as

Dαei = −Dα−1[
λ

µ
ei + (eTe)−µei +

Dα−1ei

t−(1−α)−1

Γ (α− 1)
]. (10)

Theorem 1 Consider the sliding mode dynamics
(10), the system is stable and its state trajectories con-
verge to zero in a finite time T1, given by

T1 =
1
2λ

ln(1 +
λ

µ
(eT(0)e(0))µ).

Proof Choosing the Lyapunov function in the
form of

V1(t) =
n∑

i=1

e2
i .

Taking the time derivative of V1(t) along the trajecto-
ries of (10), we obtain

V̇1(t) = 2
n∑

i=1

eiėi(t) =

2
n∑

i=1

ei[D1−α(Dαei) + Dα−1ei

t−(1−α)−1

Γ (α− 1)
] =

2
n∑

i=1

ei[D1−α(−Dα−1(
λ

µ
ei + (eTe)−µei +

Dα−1ei

t−(1−α)−1

Γ (α− 1)
)) + Dα−1ei

t−(1−α)−1

Γ (α− 1)
] =

2
n∑

i=1

ei[−λ

µ
ei−(eTe)−µei−Dα−1ei

t−(1−α)−1

Γ (α− 1)
+

Dα−1ei

t−(1−α)−1

Γ (α− 1)
] =

2
n∑

i=1

ei(−λ

µ
ei − (eTe)−µei) =

2
n∑

i=1

(−λ

µ
e2

i − (eTe)−µe2
i ) =

−2
λ

µ
eTe− 2(eTe)1−µ =

−2
λ

µ
V1(t)− 2V 1−µ

1 (t). (11)

Multiplying both sides of (11) by µV µ−1
1 (t), we have

µV µ−1
1 (t)V̇1(t) + 2λV µ

1 (t) = −2µ. (12)

Further, we can multiplying both sides of (12) by e2λt,
it yiels

e2λt(µV µ−1
1 (t)V̇1(t) + 2λV µ

1 (t)) =
d(e2λtV µ

1 (t)) = −2µe2λt. (13)

Integrating both sides of (13) from zero to t, one has

e2λtV µ
1 (t)− V µ

1 (0) = −µ

λ
e2λt +

µ

λ
.

It is easy to deduce that

V µ
1 (t) = (

µ

λ
+ V µ

1 (0))e−2λt − µ

λ
. (14)

If V µ
1 (T1) ≡ 0 , then according to (14), we have

e2λT1 =
λ

µ

(µ

λ
+ V µ

1 (0)
)

= 1 +
λ

µ
V µ

1 (0).

Consequently, one obtains

T1 =
1
2λ

ln(1 +
λ

µ
V µ

1 (0)).

Thus, the state trajectories of error system (10) converge

to zero in a finite time T1 =
1
2λ

ln
(
1 +

λ

µ
V µ

1 (0)
)
.

Once the appropriate sliding surface is designed, the
next step is to design a controller to steer the state tra-
jectories of error system go on to the sliding surface in
a given time and stay on it forever. In this paper, we
design the controller as

ui(t) =




−γiζisgn si + u−i, si > 0,
0, si = 0,
−γiζisgn si + u+i, si < 0,

(15)

where/sgn0is the sign function,

γi =
1
βi

, βi = min{β−i, β+i},
ζi = |Biy + gi(y)−Aix− fi(x)|+ σi +

|Dα−1(
λ

µ
ei+(eTe)−µei+Dα−1ei

t−(1−α)−1

Γ (α− 1)
)|+

ki > 0,
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ki is a positive constant, σi = θi||x|| + ψi||y|| + δi +
ρi + Lm

i + Ls
i , λ and µ are defined in (8).

Theorem 2 Consider the synchronization error
system (7) with dead-zone nonlinear inputs, if the sys-
tem is controlled by the controller (15), then the system
trajectories can converge to the sliding surface si = 0
in the finite time T2 , determined by

T2 6

√
n∑

i=1

s2
i (0)

k
,

where k = min{ki, i = 1, 2, · · · , n}.
Proof Selecting the following positive definite

Lyapunov function

V2(t) =
1
2

n∑
i=1

s2
i . (16)

Taking the derivative of (16) with respect to time, it
yields

V̇2(t) =
n∑

i=1

siṡi. (17)

Inserting ṡi from (9) into (17), one has

V̇2(t) =
n∑

i=1

si[Dαei + Dα−1(
λ

µ
ei + (eTe)−µei +

Dα−1ei

t−(1−α)−1

Γ (α− 1)
)]. (18)

Replacing Dαei from (7) into (18), and according to
Assumption 1, one obtains
V̇2(t) =
n∑

i=1

si[(Bi + ∆Bi)y + gi(y) + ∆gi(y) +

ds
i(t)− (Ai + ∆Ai)x− fi(x)−∆fi(x)−

dm
i (t) + hi(ui(t)) + Dα−1(

λ

µ
ei +

(eTe)−µei + Dα−1ei

t−(1−α)−1

Γ (α− 1)
)] 6

n∑
i=1

|si|[|Biy + gi(y)−Aix− fi(x)|+ |∆Biy −
∆Aix + ∆gi(y)−∆fi(x) + ds

i(t)− dm
i (t)|+

|Dα−1(
λ

µ
ei + (eTe)−µei + Dα−1ei

t−(1−α)−1

Γ (α− 1)
)|] +

n∑
i=1

sihi(ui(t)) 6
n∑

i=1

|si|[|Biy + gi(y)−Aix− fi(x)|+ θi||x||+
ψi||y||+ δi + ρi + Lm

i + Ls
i +

|Dα−1(
λ

µ
ei + (eTe)−µei + Dα−1ei

t−(1−α)−1

Γ (α− 1)
)|] +

n∑
i=1

sihi(ui(t)). (19)

When si < 0, from (15), it is obvious that ui(t) > u+i,
and then according to (6),

(ui(t)− u+i)hi(ui(t)) =

−γiζisgn sihi(ui(t)) > β+i(ui(t)− u+i)2 =
β+iγ

2
i ζ

2
i sgn2si > βiγ

2
i ζ

2
i sgn2si. (20)

Owing to γi =
1
βi

> 0, ζi > 0, the above inequality

can be rewritten as
−sgn sihi(ui(t)) > ζisgn2si. (21)

Multiplying both sides of (21) by |si|, and according to
|si|sgn si = si, sgn2si = 1, it yields

sihi(ui(t)) 6 −ζi|si|. (22)

When si >0, through the similar operation, the inequal-
ity (22) still holds. Substituting (22) into (19), we have

V̇2(t) 6
n∑

i=1

|si|[|Biy + gi(y)−Aix− fi(x)|+
θi||x||+ ψi||y||+ δi + ρi + Lm

i +

Ls
i + |Dα−1(

λ

µ
ei + (eTe)−µei +

Dα−1ei

t−(1−α)−1

Γ (α− 1)
)|]−

n∑
i=1

ζi|si| =
n∑

i=1

|si|[|Biy + gi(y)−Aix− fi(x)|+ θi||x||+

ψi||y||+ δi + ρi + Lm
i + Ls

i + |Dα−1(
λ

µ
ei +

(eTe)−µei + Dα−1ei

t−(1−α)−1

Γ (α− 1)
)|]−

n∑
i=1

|si|[|Biy + gi(y)−Aix− fi(x)|+

σi + |Dα−1(
λ

µ
ei + (eTe)−µei +

Dα−1ei

t−(1−α)−1

Γ (α− 1)
)|+ ki] =

n∑
i=1

|si|(θi||x||+ ψi||y||+ δi + ρi + Lm
i +

Ls
i − σi)−

n∑
i=1

ki|si| 6 −
n∑

i=1

ki|si|.
According to reference [13], we can deduce that

V̇2(t) 6 −
n∑

i=1

ki|si| 6 −k
n∑

i=1

|si| 6

−
√

2k(
1
2

n∑
i=1

s2
i )

1/2 = −√2kV 1/2
2 (t).

where k = min{ki, i = 1, 2, · · · , n}. Then accord-
ing to Lemma 3, we can include that the trajectories of
error system (10) will converge to the sliding surface

si = 0 in the finite time T2 6

√
n∑

i=1

s2
i (0)

k
. Therefore,

the proof is completed.
4 Numerical simulation

In this section, an example is provided to verify the
effectiveness and feasibility of the proposed method.



1244 Control Theory & Applications Vol. 32

We take the uncertain fractional-order Chen system as master system, described by


Dαx1

Dαx2

Dαx3




︸ ︷︷ ︸
Dαx

= [



−35 35 0
−7 28 0
0 0 − 3




︸ ︷︷ ︸
A

+



−0.3 sin t 0 0

0 0.2 sin t 0
0 0 0.15 sin(3t)




︸ ︷︷ ︸
∆A

]×



x1

x2

x3




︸ ︷︷ ︸
x

+




0
−x1x3

x1x2




︸ ︷︷ ︸
f(x)

+



−0.5 sin(πx1)
−0.5 sin(2πx2)
−0.5 sin(3πx3)




︸ ︷︷ ︸
∆f(x)

+



−0.1 cos t

−0.1 cos t

−0.1 cos t




︸ ︷︷ ︸
dm(t)

. (23)

Take the uncertain fractional-order Lorenz system as slave system, written as


Dαy1

Dαy2

Dαy3




︸ ︷︷ ︸
Dαy

= [



−10 10 0
28 − 1 0
0 0 − 8/3




︸ ︷︷ ︸
B

+



−0.1 sin t 0 0

0 0.2 sin t 0
0 0 0.3 sin(3t)




︸ ︷︷ ︸
∆B

]×



y1

y2

y3




︸ ︷︷ ︸
y

+




0
−y1y3

y1y2




︸ ︷︷ ︸
g(y)

+




0.1 sin(ty1)
0.2 sin(ty2)
0.3 sin(ty3)




︸ ︷︷ ︸
∆g(y)

+




0.1 cos t

0.1 cos t

0.1 cos t




︸ ︷︷ ︸
ds(t)

+




h1(u1(t))
h2(u2(t))
h3(u3(t))




︸ ︷︷ ︸
h(u(t))

. (24)

The dead-zone nonlinear inputs are given by
hi(ui(t)) =



(ui(t)− 1)(0.8− 0.4 cos(ui(t))), ui(t) > 1,
0, −16ui(t)61,
(ui(t) + 1)(1− 0.5 cos(ui(t))), ui(t) < −1.

It is obvious that β+i = 0.4, β−i = 0.5, βi = 0.4,

γi =
5
2

. In this simulation, letting α=0.998, the initial

states are randomly chosen as x(0) = (1 −2 −2)T,
y(0) = (0 1 − 1)T. Setting the control parameters
as λ = 1, µ = 1/2, when the controller is activated at
t = 5 s, we can obtain the desired state trajectories of
error system, displayed in Fig. 1.

Fig. 1 Time response of synchronization error system
with control
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Fig. 2 Time evolution of systems (23) and (24) with control

From Fig. 1, it is obvious that the error trajecto-
ries converge to zero after a period time, which im-
plies that the synchronization between two different
fractional order chaotic systems is achieved. Further-
more, the time evolutions of master and slave systems
are shown in Fig. 2.

All simulation results have demonstrated the ef-
fectiveness and applicability of the proposed ap-
proach[14–23].
5 Conclusions

In this paper, the finite-time synchronization be-
tween two different fractional-order chaotic systems
with dead-zone nonlinear inputs is investigated. Both
master and slave systems are perturbed by parameter
uncertainties, model uncertainties and external distur-
bances. On the basis of Lyapunov stability theory
and finite-time control technique, a robust control law
is designed to ensure the finite-time convergence of
reaching and sliding phases. Effectiveness and feasi-
bility of the proposed method are demonstrated by a
simulation example.
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