
1 32ò1 9Ï
2015c 9�

� � n Ø � A ^
Control Theory & Applications

Vol. 32 No. 9
Sep. 2015

···,,,���ÅÅÅ���©©©���§§§θ���{{{���AAA���777,,,���êêê½½½555

DOI: 10.7641/CTA.2015.50249

#Ó²1,2, "�Ù1†, $�ï1

(1. uHnó�ÆXÚó§ïÄ¤,2À2² 510640; 2. 2Àó��ÆA^êÆÆ�,2À2² 510006)

Á�:�Ü©�·,�Å�©�§éJ��)Û),Ïd|^ê��{ïÄÙê�)äk�¿Â.�©ïÄθ�{

�)�ê�)�A�7,�ê½5. 3ü>Lipschitz^�Ú�5O�^�e,Äk�Ñ�§�²�)´A�7,�ê
½�. ,�3�Ó^�e,$^ChebyshevØ�ªÚBorel-CantelliÚn,y²
éθ ∈ [0, 1], θ�{y²�)�A�

7,�ê½5. θ�{´�«'yk�Euler-Maruyama�{Ú��Euler-Maruyama�{�2��{. �θ�u1½0�,
§©Oòz�þãü«�{��.�©�(Øéþãü«�{Ó�·^. ��,ê�~fÚ�ý`²
éØÓ�θ¤J

Ñ�{�k�5Ú½5.
'�c: ÙK$Ä; θ�{;ê��Åó;A�7,�ê½;·,XÚ
¥ã©aÒ: O211.63, O241.8 ©zI£è: A

Almost sure exponential stability of θ-method for hybrid stochastic
differential equations

MO Hao-yi1,2, DENG Fei-qi1†, PENG Yun-jian1

(1. Systems Engineering Institute, South China University of Technology, Guangzhou Guangdong 510640, China;
2. School of Applied Mathematics, Guangdong University of Technology, Guangzhou Guangdong 510006, China)

Abstract: It is difficult to obtain analytical solutions for most of the hybrid stochastic differential equations (SDEs), so
the research on the numerical solutions by the use of numerical methods is of great significance. This paper focuses on
the almost sure exponential stability of the numerical solutions produced by the θ-method. Under the one-sided Lipschitz
condition and the linear growth condition, the almost sure exponential stability of the trivial solution for hybrid SDEs is
first introduced. Then, by applying the Chebyshev inequality and the Borel-Cantelli lemma, we prove that the θ-method
reproduces the corresponding stability of the trivial solution under the same conditions for θ ∈ [0, 1]. The θ-method is a
more general method than the existing Euler-Maruyama method as well as the backward Euler-Maruyama method. When θ

is equal to 1 or 0, it degenerates to one of the above two methods, respectively. The results of this paper are also applicable to
these two methods. Finally, a numerical example and its simulations with different θ are given to illustrate the effectiveness
and the stability of the proposed method.
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1 Introduction
Hybrid systems, described as the stochastic dif-

ferential equations with Markovian switching, are
derived from the stochastic differential equations
(SDEs). For the reasons of environmental distur-
bances, the structures of the systems may change
abruptly. Generally, one way to model such abrupt
changes is to use the continuous-time Markov chains
r(t). The SDEs with Markovian switching are the
specific forms of such systems. This type of equa-
tions has been considered as a convenient mathemati-
cal framework for the formulation of various design

problems in different fields such as target tracking
(evasive target tracking problem), fault tolerant con-
trol and manufacturing processes[1–3].

One of the important classes of the hybrid sys-
tems is governed by the n-dimensional nonlinear hy-
brid SDEs

dx(t) = f(x(t), r(t))dt + g(x(t), r(t))dB(t) (1)

on t > 0, given x(0) = x0 6= 0 in Rn and r(0) =
i0 ∈ S. As a standing hypothesis, we assume that
f, g: Rn × S → Rn are smooth enough for hybrid
SDE (1) to have a unique global solution x(t) on
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[0,∞).
Since hybrid SDE (1) does not have explicit so-

lutions, it is important and necessary to know how to
obtain the approximate solutions which can be com-
puted numerically. In recent years, a number of meth-
ods to obtain the approximate solutions to SDEs have
been proposed, and the problem of stability analy-
sis of numerical methods for such equations has at-
tracted a lot of attention [4–14]. Among these refer-
ences, some try to answer the question /can a nu-
merical method reproduce the almost sure exponen-
tial stability of the underlying hybrid SDEs?0For ex-
ample, Pang et al.[13] showed that Euler-Maruyama
(EM) method could reproduce the almost sure expo-
nential stability of the tested hybrid SDEs under some
sufficient condition. The key condition imposed in
[13] was the global Lipschitz condition. Then without
the global Lipschitz condition, Mao et al.[14] showed
that backward Euler-Maruyama (BEM) method could
capture the almost sure exponential stability of highly
non-linear hybrid SDEs, but the EM method might
not. It is well known that the θ-method is more gen-
eral than these methods and may be specialized as the
EM and the BEM by choosing θ = 1 and θ = 0. We
wonder what is the answer to this question for the θ-
method. Actually, for SDEs and stochastic delay dif-
ferential equations, the stability analysis of θ-method
have received a better research [15–20]. However, for
hybrid SDEs, relatively little research is available on
the exponential stability of θ-method, which is then
chosen as the topic of this paper. Our effort is to show
that the θ-method can also reproduce the almost sure
exponential stability of the exact solution of hybrid
SDEs under some conditions similar to those in [14].
To show the stability of the θ-scheme, for the first
time, we will give the figure of the projective domain
of numerical solutions in the simulations. Let us first
state the conditions.

Assumption 1 f and g satisfy the linear growth
condition. That is, there is an h > 0 such that

|f(x, i)| ∨ |g(x, i)|6h|x|, ∀(x, i)∈Rn × S. (2)

Assumption 2 There are constants µi (i ∈ S)
such that
(x−y)T(f(x, i)−f(y, i))6µi|x− y|2, ∀x, y∈Rn

(3)
and
σi = sup

x∈Rn,x 6=0
(
|g(x, i)|2
|x|2 − 2|xTg(x, i)|2

|x|4 ) < ∞.

(4)

2 Notations and lemmas
Throughout this paper, we let (Ω,F , {Ft}t>0,P)

be a complete probability space with a filtration

{Ft}t>0 satisfying the usual conditions, that is in-
creasing and right continuous, with F0 containing
all P-null sets. B(t) is assumed to be a scalar
Brownian motion defined on (Ω,F , {Ft}t>0,P). Let
Lb
F0

(Ω;Rn) be the family of all F0-measurable
bounded Rn-valued random variables. Let |·| de-
note both the Euclidean norm in Rn and the trace (or
Frobenius) norm in Rn×m. The inner product of x, y

in Rn is denoted by 〈x, y〉 or xTy.
Let r(t), t > 0, be a right continuous Markov

chain on the probability space taking values in a fi-
nite state space S = {1, 2, · · · , N} with generator
Γ = [γij ]N×N given by

P{r(t + δ) = j |r(t) = i} ={
γijδ + ◦(δ), if i 6= j,

1 + γiiδ + ◦(δ), if i = j,

where δ > 0. Here γij > 0 is the transition rate
of r(t) from state i to state j if i 6= j while γii =
−∑

j 6=i

γij . We note that almost every sample path

of r(t) is a right continuous step function with a fi-
nite number of sample jumps in any finite subinter-
val of R+ := [0,∞). As a standing hypothesis, we
assume that the Markov chain is irreducible in this
paper. That is to say, this condition is equivalent to
that, for any i, j ∈ S, we can find finite numbers
i1, i2, · · · , ik ∈ S such that

γi,i1γi1,i2 · · · γik,j > 0.

Note that Γ always has an eigenvalue 0. The al-
gebraic interpretation of irreducibility is rank(Γ ) =
N − 1. Under this condition, the Markov chain
has a unique stationary probability distribution π =
(π1, π2, · · · , πN ) ∈ R1×N which can be determined
by solving

π Γ = 0,

s.t.
N∑

j=1
πj = 1 and πj > 0 for all j ∈ S.

To learn more about the Markov chain, please see
[3]. Now, we define the θ-method for hybrid SDE (1),
which is a discrete approximations Xk ≈ x(tk), with
tk = k∆, where X0 = x(0), r∆

0 = i0 and mainly
Xk+1 = Xk + (1− θ)f(Xk+1, r

∆
k )∆ +

θf(Xk, r
∆
k )∆ + g(Xk, r

∆
k )∆Bk, (5)

k = 0, 1, 2, · · · , where ∆ > 0 is the stepsize, θ ∈
[0, 1] is a fixed parameter, and ∆Bk := B((k +
1)∆) − B(k∆) is the Brownian increment. This
scheme admits a trade-off between the past state and
the current state of the system. With the choice θ = 0
and θ = 1, (5) reduces to the BEM method and the
EM method, respectively.

We note that Assumption 1 implies that
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f(0, i) = 0 and g(0, i) = 0, for all i ∈ S. (6)
It is easy to observe that the solution of Eq.(1) will re-
main zero if it starts from zero. The solution x(t) ≡ 0
is called a trivial solution to equation (1). Assump-
tion 1 also ensures that any solution of Eq.(1) starting
from a non-zero state will remain non-zero with prob-
ability 1 (see p.120 in [21]).

Let us explain that the θ-method (5) is well de-
fined under the condition (3), which follows from the
following lemma.

Lemma 2.1 Assume that f satisfies the one-
sided Lipschitz condition (3). If (1−θ)∆ max

i∈S
{µi} <

1, θ ∈ [0, 1], then the θ-method (5) is well defined,
(see[3, 8]).

Definition2.1[17, 22] The trivial solution of Eq.(1)
is said to be almost surely exponentially stable if

lim sup
t→∞

log |x(t)|
t

< 0, a.s. (7)

for any initial data x(0) ∈ Lb
F0

(Ω;Rn) and x(t) =
x(t, t0, x0).

Definition 2.2[17] The approximate solution Xk

of Eq.(5) is said to be almost surely exponentially sta-
ble if

lim sup
k→∞

log |Xk|
k∆

< 0, a.s. (8)

for any bounded variable X0 and Xk = Xk(0, X0).
3 Stability of trivial solution and the θ-

method approximation
In this section, we will show that the θ-method

(5) can preserve the almost sure exponential stability
of the trivial solution of the hybrid SDEs. The follow-
ing theorem shows that the trivial solution of Eq.(1) is
almost surely exponentially stable.

Theorem 3.1[14] Let Assumptions 1 and 2 hold.
If

∑
i∈S

πi(µi + 0.5σi) < 0, then the trivial solution of

Eq.(1) is almost surely exponentially stable.
Theorem 3.2 Let Assumptions 1 and 2 hold. If∑

i∈S

πi(µi+0.5σi) < 0, then for θ ∈ [0, 1] and any ε∈
(0, λ), where λ= |∑

i∈S

πi(µi+0.5σi)|, there is a ∆∗∈
(0, 1) with 2(1 − θ)∆∗(max

i∈S
|µi|) < 1 such that for

any ∆ < ∆∗, the θ-method (5) has the property that

lim sup
k→∞

1
k∆

log |Xk|6
∑
i∈S

πi(2µi + σi)+ε<0, a.s.

(9)
Proof We divide the proof into three steps.
Step 1 For any θ ∈ [0, 1], we rewrite (5) that

Xk+1 + (θ − 1)∆f(Xk+1, r
∆
k ) =

Xk + θ∆f(Xk, r
∆
k ) + g(Xk, r

∆
k )∆Bk

and

|Xk+1|2[1 + 2(θ − 1)
〈Xk+1, f(Xk+1, r

∆
k )〉∆

|Xk+1|2
+

(θ − 1)2
∣∣f(Xk+1, r

∆
k )

∣∣2∆2

|Xk+1|2
] =

|Xk|2[1 +
1

|Xk|2
(2〈Xk, θ∆f(Xk, r

∆
k ) +

g(Xk, r
∆
k )∆Bk〉+ |θ∆f(Xk, r

∆
k ) +

g(Xk, r
∆
k )∆Bk|2)]. (10)

By Assumption 1, which implies f(t, 0) = 0, ∀t
> 0, we get from (3) that

|Xk+1|2[1 + 2(θ − 1)

〈
Xk+1, f(Xk+1, r

∆
k )

〉
∆

|Xk+1|2
] >

|Xk+1|2[1 + 2(θ − 1)∆µr∆
k

],

|Xk+1|2[1 + 2(θ − 1)∆µr∆
k

] 6

|Xk|2[1 +
1

|Xk|2
(2〈Xk, θ∆f(Xk, r

∆
k ) +

g(Xk, r
∆
k )∆Bk〉+ |θ∆f(Xk, r

∆
k ) +

g(Xk, r
∆
k )∆Bk|2)], (11)

where ∆ is the stepsize,
〈
Xk+1, f(Xk+1, r

∆
k )

〉
6

µr∆
k
|Xk+1|2,∆Bk := B((k+1)∆)−B(k∆). Letting

ξk(r∆
k , θ) =

1
|Xk|2

(2
〈
Xk, θ∆f(Xk, r

∆
k ) + g(Xk, r

∆
k )∆Bk

〉
+

|θ∆f(Xk, r
∆
k ) + g(Xk, r

∆
k )∆Bk|2)], (12)

then we have

|Xk+1|2 6 |Xk|2
1+2(θ−1)∆µr∆

k

(1+ξk(r∆
k , θ)), (13)

where Xk 6= 0, otherwise ξk(r∆
k , θ) is set to −1.

Clearly, ξk(r∆
k , θ) > −1. Let Gt = σ({r(u)}u>0,

{B(s)}06s6t), namely the σ-algebra produced by
{r(u)}u>0 and {B(s)}06s6t, we take the conditional
expectation on |Xk+1|p,

E( |Xk+1|p|Gk∆
) 6

|Xk|p
[1+2(θ−1)∆µr∆

k
]

p
2

1{xk 6=0}E[1+ξk(r∆
k , θ)

p
2

∣∣∣
Gk∆

].

(14)

For any p ∈ (0, 1), from the following inequality

(1 + u)p/2 6

1+
p

2
u+

p(p−2)
22 · 2!

u2+
p(p−2)(p−4)

23 · 3!
u3, (15)

where u > −1, we can estimate that

E(|Xk+1|p|Gk∆
) 6

|Xk|p
[1+2(θ−1)∆µr∆

k
]

p
2

1{xk 6=0}E(1+
p

2
ξk(r∆

k , θ) +
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p(p− 2)
22 · 2!

ξk
2(r∆

k , θ) +
p(p− 2)(p− 4)

23 · 3!
·

ξk
3(r∆

k , θ)|Gk∆
), (16)

where 1A denotes the indicator for A. Since




E(∆Bk
2n−1|Gk∆

) = E(∆Bk
2n−1) = 0,

E(∆Bk
2n|Gk∆

) = E(∆Bk
2n) =

(∆)n · (2n− 1)!!,
(17)

we see that

1{xk 6=0}E(ξk(r∆
k , θ) |Gk∆

) =

1{xk 6=0}E{
1

|Xk|2
[2

〈
Xk, θ∆f(Xk, r

∆
k )

〉
+

2
〈
Xk, g(Xk, r

∆
k )∆Bk

〉
+ (θ∆)2

∣∣f(Xk, r
∆
k )

∣∣2 +
∣∣g(Xk, r

∆
k )

∣∣2(∆Bk)2 +

2θ∆
〈
f(Xk, r

∆
k ), g(Xk, r

∆
k )

〉
∆Bk] |Gk∆

} =

1{xk 6=0}{
1

|Xk|2
[2

〈
Xk, θ∆f(Xk, r

∆
k )

〉
+

(θ∆)2
∣∣f(Xk, r

∆
k )

∣∣2 +
∣∣g(Xk, r

∆
k )

∣∣2∆] |Gk∆
} 6

1{xk 6=0}{
1

|Xk|2
[2θ∆µr∆

k
|Xk|2 + (θ∆)2h2|Xk|2 +

∣∣g(Xk, r
∆
k )

∣∣2∆]}. (18)

Similarly, we can show that

1{xk 6=0}E(ξ2
k(r∆

k , θ) |Gk∆
) =

1{xk 6=0}{
1

|Xk|4
[4

〈
Xk, θ∆f(Xk, r

∆
k )

〉2
+

4
〈
Xk, g(Xk, r

∆
k )

〉2
∆ + (θ∆)4

∣∣f(Xk, r
∆
k )

∣∣4 +

3∆2
∣∣g(Xk, r

∆
k )

∣∣4 +

4θ2∆3
∣∣〈f(Xk, r

∆
k ), g(Xk, r

∆
k )

〉∣∣2 +

4
〈
Xk, θ∆f(Xk, r

∆
k )

〉
(θ∆)2

∣∣f(Xk, r
∆
k )

∣∣2 +

4
〈
Xk, θ∆f(Xk, r

∆
k )

〉 ∣∣g(Xk, r
∆
k )

∣∣2∆ +

8
〈
Xk, g(Xk, r

∆
k )

〉 〈
f(Xk, r

∆
k ), g(Xk, r

∆
k )

〉
θ∆2 +

2θ2∆3
∣∣f(Xk, r

∆
k )

∣∣2∣∣g(Xk, r
∆
k )

∣∣2]} >

1{xk 6=0}
4
〈
Xk, g(Xk, r

∆
k )

〉2
∆

|Xk|4
− Cθ,h∆2, (19)

1{xk 6=0}E(ξ3
k(r∆

k , θ) |Gk∆
) 6 Cθ,h∆2, (20)

where Cθ,h is a constant dependent on θ and h. Sub-
stituting (18) – (20) into (16), and then from (4) and
Assumption 1, we obtain

E(|Xk+1|p |Gk∆
) 6

|Xk|p
[1 + 2(θ − 1)∆µr∆

k
]p/2

1{xk 6=0}{1 +
p

2
[2θ∆µr∆

k
+

(θ∆h)2 +

∣∣g(Xk, r
∆
k )

∣∣2∆
|Xk|2

] +
p(p− 2)

8
×

4
〈
Xk, g(Xk, r

∆
k )

〉2
∆

|Xk|4
+Cp,θ,h∆2

}
6

|Xk|p
[1 + 2(θ − 1)∆µr∆

k
]p/2

1{xk 6=0}{ 1 +
p(p− 2)

2
×

〈
Xk, g(Xk, r

∆
k )

〉2
∆

|Xk|4
+

p

2

∣∣g(Xk, r
∆
k )

∣∣2∆
|Xk|2

+

pθ∆µr∆
k

+
p

2
(θ∆h)2 + Cp,θ,h∆2} 6

|Xk|p
[1 + 2(θ − 1)∆µr∆

k
]p/2

{ 1 +
p

2
∆σr∆

k
+

p2

2
h2∆ +

pθ∆µr∆
k

+ C̄p,θ,h∆2} , (21)

where Cp,θ,h is a constant dependent on p, θ and h.
C̄p,θ,h = Cp,θ,h∆2 +

p

2
(θ∆h)2. σr∆

k
means that we

apply g(Xk, r
∆
k ) to (4).

Step 2 For any ε ∈ (0, λ), we choose p suffi-

ciently small to confirm that ph2 6 1
4
ε. Then we

have
(1− 2(1− θ)∆µr∆

k
)p/2 >

1− p(1− θ)∆µr∆
k
− C3∆

2, (22)

where C3 = C3(p, θ) > 0 for sufficiently small ∆.
By further reducing ∆, we may ensure that the fol-
lowing inequalities hold

C̄p,θ,h∆ <
1
8
pε, C3∆ <

1
4
pε,

|p(1− θ)∆µr∆
k

+
1
4
pε∆| 6 1

2
. (23)

Using (22) and (23), (21) becomes
E( |Xk+1|p|Gk∆

) 6

|Xk|p(1 +
p

2
∆σr∆

k
+ pθ∆µr∆

k
+

1
4
pε∆)

1− p(1− θ)∆µr∆
k
− C3∆2

6

1 +
p

2
∆(σr∆

k
+ 2θµr∆

k
+

1
2
ε)

1− p(1− θ)∆µr∆
k
− 1

4
pε∆

|Xk|p. (24)

Obviously, for any u ∈ [−1
2
,
1
2
], we have

1
1− u

= 1 + u + u2
∞∑
i=0

ui 6

1 + u + u2
∞∑
i=0

(
1
2
)
i

= 1 + u + 2u2. (25)

By further reducing ∆ to insure that

2p[(1− θ)µr∆
k

+
1
4
ε]2∆ +

1
2
(σr∆

k
+
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2θµr∆
k

+
1
2
ε)× {p[(1−θ)µr∆

k
+

1
4
ε]∆+

2p2[(1−θ)µr∆
k

+
1
4
ε]2∆2} 6 1

4
ε. (26)

Then using (25), (24) becomes

E( |Xk+1|p|Gk∆
) 6

|Xk|p(1 +
p

2
∆(σr∆

k
+ 2θµr∆

k
+

1
2
ε))×

{1 + p[(1− θ)µr∆
k

+
1
4
ε]∆ +

2p2[(1− θ)µr∆
k

+
1
4
ε]

2

∆2} 6

[1 + p(
1
2
σr∆

k
+ θµr∆

k
+ (1− θ)µr∆

k
+

2
4
ε +

1
4
ε)∆]× |Xk|p =

[1 + p(
1
2
σr∆

k
+ µr∆

k
+

3
4
ε)∆]|Xk|p. (27)

Since this holds for all k > 0, we also have

E(|Xk+1|p|G(k−1)∆
) 6

E(|Xk|p|G(k−1)∆
)[1 + p(

1
2
σr∆

k
+ µr∆

k
+

3
4
ε)∆] 6

|Xk−1|p
k∏

n=k−1

[1 + p(
1
2
σr∆

n
+ µr∆

n
+

3
4
ε)∆].

Repeating this procedure yields

E(|Xk+1|p|G0) 6

|X0|p
k∏

n=0
[1 + p(

1
2
σr∆

n
+ µr∆

n
+

3
4
ε)∆]. (28)

Taking expectations on both sides, it reads

E|Xk+1|p 6 |X0|pEexp(
k∑

n=0
log[1 +

p(
1
2
σr∆

n
+ µr∆

n
+

3
4
ε)∆]). (29)

For any ε ∈ (0, λ), we therefore have

ep∆(λ−ε)(1+k)E(|Xk+1|p) 6
|x0|pEexp{p∆(λ− ε)(1 + k) +

k∑
n=0

log[1 + p(
1
2
σr∆

n
+ µr∆

n
+

3
4
ε)∆]}. (30)

We further reduce ∆ to ensure that

p(
1
2
σi + µi +

3
4
ε)∆ > −1, i ∈ S.

With the inequality

log(1 + x) 6 x, x > −1,

and by the ergodic property of the Markov chain, we
derive that

lim
k→∞

1
1 + k

k∑
n=0

log[1 + p(
1
2
σr∆

n
+ µr∆

n
+

3
4
ε)∆] =

∑
i∈S

πi log[1 + p(
1
2
σi + µi +

3
4
ε)∆] 6

p∆
∑
i∈S

πi(
1
2
σi + µi +

3
4
ε) =

p∆(−λ +
3
4
ε), a.s. (31)

It therefore follows that

lim
k→∞

{p∆(λ− ε)(1 + k) +

k∑
n=0

log[1 + p(
1
2
σr∆

n
+µr∆

n
+

3
4
ε)∆]} =−∞, a.s.

(32)

From (32) and by the Fatou lemma (see [23]), we ob-
tain from (30) that

lim
k→∞

ep∆(λ−ε)(1+k)E(|Xk+1|p) = 0. (33)

Step 3 Eq.(33) implies that there is an integer
k0 such that

E(|Xk|p) 6 e−pk∆(λ−ε), ∀k > k0.

By the Chebyshev inequality, we get

P{|Xk|p > k2e−pk∆(λ−ε)} 6 1
k2

.

Then applying the Borel-Cantelli lemma (see[21, p.
7]), we see that for almost all ω ∈ Ω,

|Xk|p 6 k2e−pk∆(λ−ε) (34)

holds for all but finitely many k > k0. That is to say,
there exists a k1(ω) > k0, for almost all ω ∈ Ω, when
k > k1, (34) holds. And this implies

1
k∆

log(|Xk|) 6 2 log k

pk∆
− (λ− ε),

whenever k > k1. We therefore obtain that

lim sup
k→∞

1
k∆

log(|Xk|) 6 −λ + ε, a.s.

as required.
Remark 3.1 In Mao et al. [14] and Pang et al. [13], it

was shown that the BEM method (θ = 0) and the EM method
(θ = 1) may reproduce the almost sure exponential stability of
the trivial solution of the hybrid SDE. This theorem extends the
previous results and shows that θ-method can preserve the sim-
ilar almost sure exponential stability of the underlying equation
for θ ∈ [0, 1]. This implies that the results of this paper is more
general than that of Mao et al.[14] and Pang et al.[13].

Remark 3.2 For SDEs without Markov chains, us-
ing the semimartingale convergence theorem, Li et al.[8] have
shown that the θ-method may reproduce the almost sure expo-
nential stability of the trivial solution of the SDEs when θ ∈
(
1

2
, 1]. But it is not the whole interval [0, 1] for θ. Here, by

the Chebyshev inequality, the Borel-Cantelli lemma and the
inequality techniques, we show that for θ ∈ [0, 1], θ-method
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admits the corresponding stability of the trivial solution of the
hybrid SDEs.

4 Generalization
In this section, we will generalize the results to

the multi-dimensional Brownian motion case. Let the
equation be

dx(t)=f(x(t), r(t))dt+
d∑

j=1
gj(x(t), r(t))dBj(t)

(35)

on t > 0, given x(0) = x0 6= 0 in Rn and r(0) =
i0 ∈ S. (B1(t), · · · , Bd(t)) is assumed to be a d-
dimensional Brownian motion defined on the com-
plete probability space (Ω,F , {Ft}t>0,P). As a
standing hypothesis, we assume f, g1, · · · , gd: Rn ×
S → Rn are smooth enough for the hybrid SDE (35)
to have a unique global solution x(t) on [0,∞). Now,
we impose the following assumptions.

Assumption 4.1 f and gj satisfy the linear
growth condition. That is, there is an h>0 such that

|f(x, i)| ∨ |gj(x, i)| 6 h|x|,
∀(x, i) ∈ Rn × S, 1 6 j 6 d. (36)

Assumption 4.2 There are constants µi (i∈S)
such that

(x− y)T(f(x, i)− f(y, i)) 6 µi|x− y|2,
(37)

∀x, y ∈ Rn and

σi :=

sup
x∈Rn, x 6=0

{
d∑

j=1
(
|gj(x, i)|2
|x|2 − 2|xTgj(x, i)|2

|x|4 )} < ∞.

(38)

The θ-method applied to hybrid SDE (35) produces
approximations Xk ≈ x(tk), with tk = k∆, where
X0 = x(0), r∆

0 = i0 and

Xk+1 = Xk+(1−θ)f(Xk+1, r
∆
k )∆ +

θf(Xk, r
∆
k )∆+

d∑
j=1

gj(Xk, r
∆
k )∆Bjk, (39)

k = 0, 1, 2, · · · , where ∆ > 0 is the stepsize, θ ∈
[0, 1] is a fixed parameter, and ∆Bjk := Bj((k +
1)∆)−Bj(k∆).

The following theorems show that the almost sure
exponential stability of the trivial solution of Eq.(35)
and the θ-method (39), respectively.

Theorem 4.1[14] Let Assumptions 4.1 and 4.2
hold. If

∑
i∈S

πi(µi + 0.5σi) < 0, then the trivial so-

lution to Eq.(35) is almost surely exponentially stable
for all x0 ∈ Rn.

Theorem 4.2 Let Assumptions 4.1 and 4.2

hold. If
∑
i∈S

πi(µi + 0.5σi) < 0, then for θ ∈ [0, 1]

and any ε ∈ (0, λ), where λ = |∑
i∈S

πi(µi + 0.5σi)|,
there is a ∆∗ ∈ (0, 1) with 2(1−θ)∆∗(max

i∈S
|µi|) < 1

such that for any ∆ < ∆∗, the θ-method (39) has the
property that

lim sup
k→∞

1
k∆

log |Xk| 6
∑
i∈S

πi(2µi + σi) + ε < 0, a.s. (40)

Theorem 4.2 can be proved in a similar way as the
scalar Brownian motion version for Theorem 3.2, so
we omit the proof.
5 Example and simulations

In this section, we give a numerical example and
its simulations with different θ to illustrate the almost
sure exponential stability of the θ scheme for the hy-
brid SDE (1).

Example 5.1 Consider the following two-
dimensional hybrid SDE:

dx(t)=A(r(t))x(t)dt+G(r(t))x(t)dB(t) (41)

on t > 0 with initial value x(0) = x0 ∈ R2, where
r(t) is a Markov chain with the state space S = {1, 2}
and the generator

Γ =
[−1 1

4 −4

]
.

A and G are mappings from S → R2×2. For conve-
nience, we will write A(i)=Ai and G(i)=Gi. Eq.(1)
corresponds to

f(x, i) = Aix and g(x, i) = Gix, (x, i) ∈ R2 × S,

A1 =
[
1 −2
2 −1

]
, A2 =

[−1 −2
2 1

]
,

G1 =
[
2 0
0 2

]
, G2 =

[
1 0
0 1

]
.

It is easy to see that its unique stationary distribu-

tion π = (π1, π2) = (
4
5
,
1
5
). Clearly,

|f(x, i)| ∨ |g(x, i)| 6 3|x|, ∀(x, i) ∈ R2 × S,

(x−y)T(f(x, i)−f(y, i))6|x−y|2, ∀(x, i)∈R2×S.

It is also easy to compute that

σ1 := sup
x∈Rn,x 6=0

(
4x2

1+4x2
2

x2
1+x2

2

− 2(2x2
1 + 2x2

2)
2

(x2
1 + x2

2)
2 ) = −4,

σ2 := sup
x∈Rn,x 6=0

(
x2

1+x2
2

x2
1 + x2

2

− 2(x2
1 + x2

2)
2

(x2
1 + x2

2)
2 ) = −1,

∑
i∈S

πi(2µi+σi)=π1(2×1−4)+π2(2×1−1)=−7
5
.

These show that the conditions of Theorem 3.1 are
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satisfied. By Theorem 3.1, the exact solutions of Eq.
(41) are almost surely exponentially stable. Apply-
ing the θ-scheme (5) and choosing ∆ = 0.025 and
θ = 0.2, θ = 0.6 respectively, the simulations of Eq.
(41) are as follows.

From Figs.1 and 2, we see that the numerical so-
lution tends to zero. When ∆ = 0.025, θ = 0, θ = 1
and θ takes different values, the simulation of Eq.(41)
is showed in Fig.3. The numerical solutions also tend
to zero.

Fig. 1 Numerical solution of Eq.(41) with initial data
x1(0) = 30, x2(0) = −20 (θ = 0.2)

Fig. 2 Numerical solution of Eq.(41) with initial data
x1(0) = 30, x2(0) = −20 (θ = 0.6)

Fig. 3 Numerical solution of Eq.(41) with different θ

under the same initial data

To our best knowledge, Fig.4 is the first time that
appears to describe the stability of the θ-scheme. It
shows the projective domain of numerical solution
X1(tk) and X2(tk). Given the same ∆,x0 and ∆Bk,
we note that, horizontal axis represents the change of
θ, vertical axis represents the projection of numerical
solution X1(tk) or X2(tk). When θ takes a certain
value, for example, θ = 0.2, a list of points on the
vertical axis show the projection of the same curve in
different time. From Fig.4, we can see when θ takes
different values in [0, 1], the projection points on the
vertical axis are always in a certain range, while they
do not appear larger fluctuation. This shows that the
θ-scheme is not so sensitive to the change of param-
eter θ. In other words, the θ-scheme is stable and
reliable. The above simulations show that θ-scheme
(5) can reproduce the stability of the trivial solutions
of Eq.(41) for θ ∈ [0, 1].

Fig. 4 The projective domain of the numerical solution
X(tk) for Eq.(41) with different θ

6 Conclusions
In this paper, we discuss the θ-method can repro-

duce the almost sure exponential stability behavior of
the trivial solution of the hybrid SDEs under the same
conditions. The θ-method is a more general approach,
which contains the existing EM method and the BEM
method. And we show that for the whole interval
[0, 1] of θ, θ-method can reproduce the correspond-
ing stability very well. This implies that the result of
this paper is more general than the existing results in
Mao et al.[14] and Pang et al.[13].
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