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摘要:由于复杂背景、形变以及运动造成的模糊等因素,导致在自然场景下的人手跟踪仍然是一个具有挑战性的
问题.本文中,结合运动、颜色和Haar-like特征来构造一个具有鲁棒性的实时人手检测算法. 尽管不能运用于所有的
情形,但Haar-like特征成功地去除了类似肤色的运动背景区域.利用三个特征构造三个弱分类器,然后将其结合成
一个强分类器. 如果一个分类器已经确定了人手的位置,其他分类器将不会执行,否则将会为下一个分类器提供一
个可能的区域.文中实现了提出的算法,并且在几个具有挑战性的视频序列上进行了实验.
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Real-time and robust hand tracking using multiple features
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Abstract: Hand tracking in unconstrained environments remains an extremely challenging problem due to several
factors, such as background clutter, deformation, and motion blur. In this paper, we combine motion, color, and Haar-like
features to construct a real-time and robust hand tracking system. Haar-like features successfully defeat moving skin-
colored backgrounds, although they are unstable for the whole situation. Three weak trackers are built using each kind of
feature and integrated in a boosted cascade. If one stage makes sure of the object position, no other stages is carried out.
Otherwise it provides its own point of view to guide the next stage. We realize the proposed approach and demonstrate it
on several challenging sequences.
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1 Introduction
Hand tracking is important in many human comput-

er interaction applications and has been intensely stud-
ied during the past decades[1–8]. In this paper, we focus
on the scene captured by a motionless normal camera
viewing possibly multiple people, as shown in Fig.1(a).
It is common in the remote control based on gesture
recognition for desktop, television, and some other ter-
minals. Real-time and robust hand tracking in this scene
remains an extremely challenging problem due to the
following factors:

Background Clutter. The user probably wears a
short sleeve T-shirt or moves his hand in front of the
face. There could also be someone else sitting or walk-
ing behind the tracked hand. All the bare skin areas
have the similar color as the object.

Deformation. The human hand is highly articulated
with complex finger interactions and probably under-
goes significant deformation during tracking.

Motion Blur. The hand region is occasionally
blurred due to the lighting condition and the object mo-
tion. The features based on gradient do not perform
well in this case, such as optical flow[9–10], edge[11], and
orientation histograms[12].

Values in mapping images indicate probabilities of
pixels being the object center and are shown by color-
ing. The color from blue to red represents the value
from low to high.

A large number of excellent works have been made
to overcome these difficulties. Freeman et al.[1] use the
open hand templates based on the local orientation rep-
resentation and perform the normalized correlation in
moving regions extracted by background subtraction.
They do not take into account the variety of hand shapes
and the orientation representation is sensitive to mo-
tion blur. Argyros et al.[2] build a skin color model
in the Bayesian framework and adopt the region grow-
ing operation to detect skin-colored blobs. The track-
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er is robust to rotation, deformation, and motion blur,
but struggles in the background where there are some-
thing of similar color. Krahnstoever et al.[4] combine
motion and color cues to remove the unmoving skin-
colored distractors. Stenger et al.[5] start with template
matching based on the normalized cross-correlation and
in case of failure use [4] as a fall-back strategy. The
tracker performs well even when a face moves behind
the hand, but could only track the frontal fist. Spruyt
et al.[13] select local binary pattern, gradient orienta-
tion, and three color based features, combined with ran-
dom forest classifier which is trained off-line to obtain a
hough forest detector, so the algorithm performance de-
pends much on the selected features and training data.
In addition, there are many tracking algorithms for arbi-
trary objects[14–21]. Grabner et al.[16] propose an on-line
AdaBoost framework to select the most discriminating
features adaptively, which allows to update features of
the classifier during tracking. Sam Hare et al.[18] uses
a kernelized structured output support vector machine,
which is learned online to provide adaptive tracking. Z-
denek Kalal et al.[19] propose a novel tracking frame-
work (TLD) that explicitly decomposes the long-term
tracking task into tracking, learning and detection and
the detector localizes all appearances that have been ob-
served so far and corrects the tracker if necessary. João
et al.[21] adopt discrete fourier transform to reduce both
storage and computation and derive a new kernelized
correlation filter which has the exact same complexi-
ty as its linear counterpart. They actually use Haar-
like features[22], orientation histograms, and local bina-
ry patterns[23] to achieve inspiring performance on their
test sequences. Nevertheless it is not effective enough
for robust hand tracking in unconstrained environments.

Tracking success or failure essentially depends on
the difference between the object and background in the
feature space. Different parts of background have dif-
ferent types of difference from the object and should be
distinguished using different types of feature. Motion
is a valuable feature which has been used in hand pose
recognition[24], as it is robust under different conditions.
A strength image based on motion is produced using op-
tical flow, as shown in Fig.1(b). Color is also an appli-
cable feature for hand tracking as the hand is uniform
in color, and color has proved useful for hand track-
ing and hand pose estimation in previous work[25–27]. A
strength image based on color is produced using Gaus-
sian mixture model (GMM), as shown in Fig.1(c). The
remaining question is searching for another feature to
defeat moving skin-colored backgrounds. We find that
Haar-like features are quite qualified for this task in our
experiments. A strength image based on Haar-like fea-
tures is produced using the on-line AdaBoost algorith-
m, as shown in Fig.1(d). It is hard to locate the tracked
hand according to any one of the three strength images.

We suppose that the three kinds of features are inde-
pendent and compute a fused strength image using the
product of them, as shown in Fig.1(e). The position of
the tracked hand is easy to be determined in this image,
which demonstrates the efficacy of fusing these three
kinds of features. In this paper, we combine motion,
color, and Haar-like features to build a real-time and ro-
bust hand tracking system. Details are given in Section
2. Experimental results in comparison with the state-
of-the-art algorithms are given in Section 3. Finally we
report some conclusions in Section 4.

Fig. 1 (a) A frame in the test sequences. (b), (c) and (d) Three
mapping images of hand-likelihood based on motion,
color, and Haar-like features. (e) A fused mapping
image using the product of (b), (c) and (d).

2 Approach
This section introduces how to combine motion,

color, and Haar-like features to construct a real-time and
robust hand tracking system. We use each kind of fea-
ture to build three weak trackers and then integrate them
in a boosted cascade.
2.1 Motion

In general, there are three kinds of methods for mo-
tion detection, such as frame difference, background
subtraction, and optical flow. Frame difference has
the minimum computational complexity, but hardly gets
the whole moving region without missing pieces. The
key problem of background subtraction is background
modeling. However it is difficult to maintain an effec-
tive model during tracking, especially there are large-
scale changes in the background. Chan et al.[28] pro-
pose an adaptive model based on a generalization of the
Stauffer-Grimson background model for background-
s containing motion. Pham et al.[29] detect dynam-
ic background with swaying movements from motions
features. These approaches are not suitable for back-
ground modeling in hand tracking, as the background
is still most of time. Farnebäck[9] estimates the optical
flow velocities between two frames based on polyno-
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mial expansion. This algorithm could not only detect
moving pixels but also calculate their displacements. It
is found to be a good compromise between speed and
accuracy in our experiments. Hence we adopt it to ex-
tract motion information in our proposed approach.

The object rectangle in the previous frame is avail-
able and then a concentric expanded rectangle region is
defined as the search range. The optical flow veloci-
ties at each pixel in this range are computed when the
new frame comes. We count the number of nonzero ve-
locities only in the previous object rectangle. If they do
not take the dominant role, the object is considered to be
motionless. Otherwise the object displacement could be
estimated using an average of them. Unfortunately it is
unstable and easily causes tracking drift in most cases.
Instead of this estimation, we compute a binary motion
mask indicating whether the pixel is moving or not in
this paper. For viewing convenience, a motion mask
computed in the whole image is filtered by the average
template with the same size as the object rectangle, as
shown by coloring in Fig.1(b).
2.2 Color

Skin color is a significant feature which can used
to easily distinguish between the hand and most of oth-
er backgrounds, especially the hand is uniform in color.
Hence color has been widely used for hand tracking.
In general, there are three kinds of skin color models,
such as color histogram, Gaussian model, and GMM. It
is difficult to establish adequate color histograms with
a balance between efficiency and accuracy in practice.
The GMM is better than the Gaussian model since the
skin color distribution could be multimodal under the
influence of illumination. After the object is located,
the GMM for the object FO is established based on the
pixels in the object rectangle. And the GMM for the
background FB is established based on the pixels in the
remaining region within the search range. For each new
frame, a binary color mask is computed using the G-
MMs as

Maskcolor(x) =

{
1, p(y |FO, x) > p(y |FB, x),
0, otherwise,

(1)

where y is the color value at the pixel x. p(·) is the
Gaussian mixture distribution as

p(y|F )=
k∑

i=1

πi√
Σi

exp{−1

2
(y−µi)

TΣ−1
i (y−µi)},

(2)

where k is the number of components, πi is the weight-
ing coefficient of the ith component, µi is the mean and
Σi is the covariance matrix. For viewing convenience,
a color mask computed in the whole image is filtered by
the average template having the same size as the object
rectangle, as shown by coloring in Fig.1(c).

2.3 Haar-like
Now that we select motion and color as features

for hand tracking, the background is accordingly clas-
sified into four kinds. The first kind is not moving
and skin-colored. The second kind is moving, but not
skin-colored. The third kind is not moving, but skin-
colored. The fourth kind is moving and skin-colored.
Motion combined with color could distinguish the hand
from the first three kinds of background. The remain-
ing question is searching for another feature to defeat
moving skin-colored distractors. We construct three on-
line boosting trackers[16] respectively using Haar-like
features, orientation histograms, and local binary pat-
terns. Although none of them perform well on the test
sequences, Haar-like features succeed to get a low sim-
ilarity between the tracked hand and skin-colored back-
grounds. A strength image based on Haar-like features
produced in the tracker is shown by coloring in Fig.1(d).
We can see that values corresponding to skin-colored
backgrounds (e.g. faces and other hands) are smaller
than the value corresponding to the tracked hand.
2.4 Cascaded tracker

Motion, color, and Haar-like features are different
types of feature. We suppose that the strength images
based on each kind of feature are independent. A fused
strength image is computed using the product of them,
as shown in color in Fig.1(e). In this image, it’s easy
to locate the tracked hand only depending on the max-
imum value, which demonstrates the effectiveness of
feature fusion. Note that all the strength images just
need to be computed within the search range in prac-
tice. These features can be integrated roughly in par-
allel to build a hand tracker. Three individual strength
images are computed for each new frame and then mul-
tiplied together to obtain a fused strength image. The
maximum rule is used to locate the tracked hand in this
image. The tracker is expected to perform better than
those relying on single kind of feature, but there are
two obvious disadvantages. Firstly, it only needs one
or two kinds of features to track the hand in most cases.
The redundant feature processing increases the execu-
tion time. Secondly, the tracker does not benefit from
a newly added feature all the time. The newly added
feature needs to introduce no negative influence.

In this paper, we use each kind of feature to build
three weak trackers and then integrate them in a boosted
cascade. The block diagram of this approach is shown
in Fig.2. The color tracker computes a color mask based
on the method as described in Section 2.2 and extracts
the connected regions. The region which is smaller than
half of the object rectangle is removed after holes are
filled. If there are no regions left, the object is consid-
ered to be occluded by something else or disappear from
the camera view. If only one region which is smaller
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than the object rectangle remains, it is considered to be
the tracked hand. We calculate the average coordinate
in this region as the center of the object rectangle. Oth-
erwise, it means the color tracker is unable to locate the
object. The motion tracker first detects whether the ob-
ject is moving or not based on the method as described
in Section 2.1. If the object is moving, the motion mask
and the color mask from the color tracker are multiplied
together to get a fused mask. It extracts the connected
regions using this fused mask and attempts to locate the
object as the same as the color tracker. The color and
motion trackers are enough to distinguish the tracked
hand from most of backgrounds except for moving skin-
colored distractors. In order to overcome this limitation,
we train a Haar-like classifier during tracking using the
on-line Adaboost algorithm. When the first two trackers
fail to locate the object, the Haar-like classifier detects
each pixel whose value is nonzero in the fused mask.
If all the strength values produced by this classifier are
negative, the object is occluded by something else or
disappears from the camera view. Otherwise, the pix-
el with the maximum strength value is considered to be
the center of the object rectangle.

Fig. 2 The block diagram of the proposed approach. (a) The
image patch within the search window. (b) The color
mask produced in the color tracker. (c) The fused
mask produced in the motion tracker. (d) The fused
mapping image of hand-likelihood produced in the
Haar-like tracker. (e) The object rectangle obtained
by proposed approach is drawn on the image patch.

2.5 Related issues
There are several related issues that need to be

solved when we construct a real hand tracking system.
Tracking initialization. Although tracking initial-

ization is beyond the scope of this paper, it is important
for a real tracking system. In all of our experiments,
a bounding box around the object is drawn by hand to
initialize the tracker when the object appears in each se-
quence. In practice, object tracking could be initialized
by automatically detecting the moving object. We train
an open hand detector offline as in [22] and introduce
constraints to improve the accuracy, such as the face
position, motion, and skin color.

Update. The color tracker is updated only when the
first two trackers succeed to locate the object. The ob-

ject GMM is established based on the pixels whose val-
ues are nonzero in the mask. The background GMM
is established based on the pixels in the remaining re-
gion within the search window. Positive and negative
samples are produced based on the object position to
update the Haar-like classifier as in [16].

Handling occlusion. The tracked hand could be oc-
cluded when someone walks in front of the user. If the
object disappears in the image within a short time, the
tracker does not update the object rectangle until the ob-
ject reappears. Otherwise, the tracker is finished and
waits to be reinitialized. Note that the tracker cannot
distinguish whether the object is occluded or moves out
of the camera view. But the two cases can be handled
by the same solution.

3 Experiments
The proposed approach was implemented using Vi-

sual C++ and validated on a variety of challenging se-
quences. As no standard dataset is available in literature
to evaluate hand tracking, we created several challeng-
ing real-world video sequences, due to space limitation,
experimental results on three representative sequences
are presented in this section. The three sequences were
captured by a motionless normal camera viewing possi-
bly multiple people in our laboratory. A small number
of frames in each sequence are shown in Fig.3.

Fig. 3 Three sequences captured by a motionless normal
camera viewing possibly multiple people in our lab-
oratory. The object rectangle in each frame obtained
by proposed approach is drawn on the image.
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No parameters were changed from one experiment
to the next. An almost saturated performance is achiev-
ed by the proposed approach on all these sequences.
The tracked object rectangle in each frame is drawn on
the image, as shown in Fig.3. In addition, we selected
three other challenging sequences in [13] to evaluate the
generality of our approach. In this paper, the proposed
tracker is used for single hand tracking, therefore the
other five sequences in [13] contain much movemen-
t with two hands were not evaluated here. The tracked
object are marked by rectangle the same as before, as
shown in Fig.4.

Fig. 4 Three representative challenging sequences used
in [13], which captured at different conditions in-
cluding illumination variation, scale variation, de-
formation, motion blur, fast motion and backgrou-
nd clutters. The object rectangle in each frame obt-
ained by proposed approach is drawn on the image.

For evaluation purposes, we calculated the Pascal
VOC score

S(x, y) =
Area (boxtracker ∩ boxgroundtruth)

Area (boxtracker ∪ boxgroundtruth)

of each sequence. A score lower than 0.5 could be con-
sidered a tracker error, while a score of 0 means that the
tracker completely lost the target. Table 1 shows the av-
erage score for each of the algorithms evaluated on each
of the sequences. The first column represents different
sequences, the first three are shown in Fig.3 and the
last are shown in Fig.4. The four tracking approaches’
source code are available on the Internet and the default

parameters were used. Although we have tried to adjust
the parameters of these algorithms to achieve a better
performance, there was no significant improvement in
our experiments. From the table, we can see that our
approach achieved the best performance on all these se-
quences, obviously outperforming other trackers.

Table 1 Average VOC score for each sequence

Seq. OAB[16] Struck[18] TLD[19] KCF[21] Ours

1 0.0970 0.4214 0.1651 0.5366 0.7454
2 0.0641 0.3085 0.199 0.2409 0.5972
3 0.0381 0.2137 0.1021 0.196 0.6954
4 0.0192 0.0823 0.0865 0.1465 0.4982
5 0.0382 0.0737 0.2409 0.344 0.5816
6 0.0593 0.1321 0.2885 0.2691 0.5490

Experimental results demonstrate that our approach
is able to track a hand in unconstrained videos captured
by a motionless normal camera viewing possibly multi-
ple people. Feature type is crucial in OAB, however, it’s
difficult to select the optimal feature type during track-
ing and thus it may lead to model drift and tracking fail-
ure. The TLD and Struck train a classifier online, but
they may get trapped in a background which exhibit a
similar appearance compared to hand. Since the KCF
uses a fixed template size in kernel correlation filter, it
may result in tracking failure when the scale of the ob-
jects changes. In our proposed tracker, we use color
and motion feature which are scale-adaptive and robust
to deformations and partial occlusions. What’s more,
with on-line AdaBoost algorithm, the tracker can detect
the hand from background clutter.

4 Conclusions
In this paper, we proposed a new approach that

combines motion, color, and Haar-like features to con-
struct a real-time and robust hand tracking system
(about 22 fps using a PC with Intel Core2 CPU). There
are three key benefits of our approach. The basis is that
we select three kinds of features according to different
types of difference between the hand and background.
Although multiple features are also used in [16, 19],
they are not carefully designed for hand tracking. Fur-
thermore we build three week trackers for each kind of
feature and integrate them into a boosted cascade. Once
the object is located, no other trackers will be execut-
ed. However, if the tracker fails to locate the object,
it could also reduce the search window. Hence it re-
duces the computation while tracking hand, and the sys-
tem can also performance well at a high tracking speed.
This cascaded structure is crucial especially when no
one kind of feature is enough for tracking the objec-
t, and the weak tracker can benefit from the integration.
Finally, unlike the algorithm in [13], the classifier has to
be trained off-line, we adopt on-line AdaBoost algorith-
m to update the Haar-like features of hand during track-
ing and thus is able to cope with appearance changes
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of the hand and background. In addition, experimental
results compared with several state-of-the-art methods
on challenging sequences demonstrate the effectiveness
and robustness of the proposed algorithm.
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