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摘要:针对基于介电弹性体驱动器的软体机器人的跟踪控制问题,本文提出一种自适应鲁棒控制策略.根据虚功
原理建立介电弹性体驱动器的动力学模型,模型中弹性势能部分采用Gent模型进行描述. 考虑到介电弹性体驱动器
的精确模型参数难以获取,使用基于径向基神经网络的逼近器对模型中的未知项进行估计.同时,考虑到介电弹性
体驱动器形变量的变化率难以被测量,设计状态观测器对系统未知状态量进行观测. 根据逼近器的估计结果和状
态观测器的观测结果,设计滑模控制器实现介电弹性体驱动器的跟踪控制目标.最后,通过数值仿真实验验证所提
控制策略的有效性.
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Abstract: This paper proposes an adaptive robust control strategy for dielectric elastomer actuators (DEAs) utilized in
soft robots to achieve their tracking control. The dynamic model of the DEA is developed based on the principle of virtual
work, whose elastic energy is described by the Gent model. Since the model parameters of the DEA are difficult to obtain,
two approximators based on the radial basis function neural networks (RBFNNs) are employed to estimate the unknown
items of the dynamic model. Meanwhile, due to the fact that the rate of the stretch of the DEA is difficult to measure, the
state observer is designed to estimate the system states. Based on the approximation results and the observed states, the
sliding mode controller (SMC) is designed to realize the trajectory tracking control of the DEA. Finally, the simulation
results demonstrate the effectiveness of the proposed control strategy.
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1 Introduction
Due to the capability of large deformation and

shape changes, the dielectric elastomer actuator (DEA)
shows promising applications in the field of soft
robotics[1]. The DEA consists of a soft membrane sand-
wiched between two compliant electrodes on two sur-

faces[2]. When a voltage is applied to the electrodes,
the dielectric elastomer membrane reduces in thick-
ness and expands in area[3]. Because the DEA has the
advantages of high-strain response, high energy den-
sity and fast response time[4], the soft robots driven
by the DEA are widely used in various application-
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s, such as artificial muscles[5], bionic robots[6], micro-
electromechanical systems (MEMS)[7] and so on.

The mathematical modeling of the DEA is the ba-
sis for understanding its characteristics, and is also the
premise to design the model based controller. In gen-
eral, the mathematical modeling methods of the DEA
are divided into two categories: the physical-based
modeling approach and the phenomenological model-
ing approach. The physical-based modelling approach
is mainly based on the physical principles. The mathe-
matical model is obtained by analyzing the energy con-
version mechanism during the deformation process of
the DEA. This modeling technique has the advantages
of explicitness and preciseness. Based on the contin-
uum mechanics theory and the thermodynamic theo-
ry, [8] explains the physical-based modeling approach
of the DEA in detail. On the other hand, unlike the
physical-based approach, the phenomenological model-
ing approach is mainly based on the experimental phe-
nomenons. By analyzing the experimental data, one can
use the combination of physical components (such as,
resistor, capacitor, spring and dashpot) to represent the
model of the DEA. This technique has the advantages
of simplicity and efficiency. [9] employs capacitors and
resistors to describe the electrical model of the DEA,
and employs springs and dashpots to describe the me-
chanical model of the DEA. These two models can be
connected through the Maxwell force, together to pro-
vide a mathematical model of the DEA.

Currently, the complete understanding of the non-
linear dynamic behaviors of the DEA with a general
model is still an open challenge. Researches on the
DEA mainly focus on materials and physics, while few
efforts are made from the control point of view. How-
ever, [10] proposes a feedforward control strategy for
the DEA. [11] designs the PID controller for the DEA.
In general, the model of the DEA usually contains un-
measurable parameters (or parameter perturbations) and
external disturbances, so it is meaningful to invistigate
the adaptive robust control of the DEA. Meantime, in
actual control, some states of the DEA are difficult to
obtain, so an effective state observer is required for the
actual control of the DEA. In this respect, it is an urgent
demand to develop an implementable controller for the
DEA, which can take the dynamic of the DEA into the
consideration, tolerate the parameter uncertainties, and
also work with limited measurable states.

In this paper, we propose an adaptive robust control
strategy for the DEA to realize its trajectory tracking
control objective. According to the principle of virtual
work, the elastic energy of the DEA is described by the
Gent model, and then the dynamic model of the DEA is
developed. Since the model parameters of the DEA are
difficult to obtain, we use two approximators based on
the radial basis function neural networks (RBFNNs) to

estimate the unknown items of the model. Meantime,
since the rate of the stretch of the DEA is difficult to
measure, we design a state observer to estimate the sys-
tem states only according to the measured value of the
stretch. According to the approximation results and the
observed states, we design the sliding mode controller
(SMC) to realize the trajectory tracking control of the
DEA. Finally, the simulation results demonstrate the ef-
fectiveness of the proposed control strategy.

2 Dynamic model
In this section, the dynamic model of the DEA is

developed based on the principle of virtual work.
Figure 1 shows the actuation mechanism of the

DEA[12], where Fig. 1(a) shows the un-deformed state
of the DEA and Fig. 1(b) shows the deformed state of
the DEA. In the Fig. 1, L1, L2 and L3 are dimensions
corresponding to the un-deformed state; l1, l2 and l3 are
dimensions corresponding to the deformed state; P1 and
P2 are tensile forces; Φ is the voltage; Q̄ is the charge.

(a) The un-deformed state of the DEA

(b) The deformed state of the DEA

Fig. 1 Model of DEA

We define λ1 = l1/L1, λ2 = l2/L2 and λ3 = l3/L3.
Since the DEA is incompressible,

λ1λ2λ3 = 1. (1)

The relationship between the charge Q̄ and the volt-
age Φ is[8]

Q̄ = Φ
ε(λ1, λ2, T )

L3/(L1L2)
λ2
1λ

2
2, (2)

where T is the environment temperature; ε(λ1, λ2, T )
is the permittivity of the DEA, which is a nonlinear
function of λ1, λ2 and T .

When there are minor changes of dimensions of
the DEA (δλ1 and δλ2), the works done by the tensile
forces are P1L1δλ1 and P2L2δλ2, and the work done
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by the voltage is ΦδQ̄. Thus, the variation of the charge
is
δQ̄ =

ε(λ1, λ2, T )

L3/(L1L2)
λ2
1λ

2
2δΦ+ 2Φ

ε(λ1, λ2, T )

L3/(L1L2)
λ1λ

2
2δλ1 +

Φ
1

L3/(L1L2)
λ2
1λ

2
2

∂ε(λ1, λ2, T )

∂λ1

δλ1 +

Φ
1

L3/(L1L2)
λ2
1λ

2
2

∂ε(λ1, λ2, T )

∂λ2

δλ2 +

2Φ
ε(λ1, λ2, T )

L3/(L1L2)
λ2λ

2
1δλ2. (3)

The inertia forces in each material element along

the x-direction and y-direction are ρL2L3x
2(
d2λ1

dt2
)

and ρL1L3y
2(
d2λ2

dt2
), respectively[13]. ρ is the density

of the DEA. The damping forces in each material ele-

ment along the x-direction and y-direction are cx(
dλ1

dt
)

and cy(
dλ2

dt
), respectively. c is the damping coefficient

of the DEA[14]. Thus, the works done by the inertial
force and the damping force are

ρL2L3

d2λ1

dt2
δλ1

w L1

0
x2dx =

L3
1ρL2L3

3

d2λ1

dt2
δλ1,

ρL1L3

d2λ2

dt2
δλ2

w L2

0
y2dy =

L3
2ρL1L3

3

d2λ2

dt2
δλ2,

c
dλ1

dt
δλ1

w L1

0
xdx =

cL2
1δλ1

2

dλ1

dt
,

c
dλ2

dt
δλ2

w L2

0
ydy =

cL2
2δλ2

2

dλ2

dt
.

(4)
According to the thermodynamics theory and the

principle of virtual work, the variation of the free en-
ergy (W ) of the DEA is equal to the works done by
the voltage, the tensile forces, the inertia forces, and the
damping forces. So,

L1L2L3δW =ΦδQ̄+ P1L1δλ1 + P2L2δλ2 −
L3

1ρL2L3

3

d2λ1

dt2
δλ1−

cL2
1δλ1

2

dλ1

dt
−

L3
2ρL1L3

3

d2λ2

dt2
δλ2−

cL2
2δλ2

2

dλ2

dt
.

(5)
Moreover, W is consisted of the elastic energy

(Wela) and the electric energy (Wele)[13], that is

W =Wela +Wele =

−µ(T )Jm
2

ln(1− λ2
1 + λ2

2 + λ−2
1 λ−2

2 − 3

Jm
) +

ε(λ1, λ2, T )

2
(
Φ

L3

)2λ2
1λ

2
2, (6)

where µ(T ) is the shear modulus of the DEA, which

depends on the environment temperature T ; Jm is the
deformation limit.

Remark 1 According to the superelastic material the-
ory, the Gent model is chosen to describe the elastic energy in
this paper[15]. However, one can choose the other model, such
as, Neo-Hookean model, Mooney-Rivlin model, Ogden model,
Arruda-Boyce model, and so on.

Submitting (3) into (5), we obtain

L1L2L3δW =

Φ
ε(λ1, λ2, T )

L3/(L1L2)
λ2
1λ

2
2δΦ+ P1L1δλ1 +

2Φ2 ε(λ1, λ2, T )

L3/(L1L2)
λ1λ

2
2δλ1 + P2L2δλ2 +

Φ2 ε(λ1, λ2, T )

L3/(L1L2)
λ2
1λ

2
2

∂ε(λ1, λ2, T )

∂λ1

δλ1 +

Φ2 ε(λ1, λ2, T )

L3/(L1L2)
λ2
1λ

2
2

∂ε(λ1, λ2, T )

∂λ2

δλ2 +

2Φ2 ε(λ1, λ2, T )

L3/(L1L2)
λ2λ

2
1δλ2 −

L3
1ρL2L3

3

d2λ1

dt2
δλ1 −

cL2
1δλ1

2

dλ1

dt
−

L3
2ρL1L3

3

d2λ2

dt2
δλ2 −

cL2
2δλ2

2

dλ2

dt
. (7)

By solving (7), the partial differentials of the free
energy are given by

∂W

∂λ1

= 2ε(λ1, λ2, T )(
Φ

L3

)2λ1λ
2
2 +

P1

L2L3

−

L2
1ρ

3

d2λ1

dt2
− 1

2

cL1

L2L3

dλ1

dt
+

(
Φ

L3

)2
∂ε(λ1, λ2, T )

∂λ1

λ2
1λ

2
2,

∂W

∂λ2

= 2ε(λ1, λ2, T )(
Φ

L3

)2λ2λ
2
1 +

P2

L1L3

−

L2
2ρ

3

d2λ2

dt2
− 1

2

cL2

L1L3

dλ2

dt
+

(
Φ

L3

)2
∂ε(λ1, λ2, T )

∂λ2

λ2
1λ

2
2.

(8)

Submitting (6) into (8), the dynamic model of the
DE is derived as

L2
1ρ

3µ(T )

d2λ1

dt2
=− λ1 − λ−3

1 λ−2
2

1− λ2
1 + λ2

2 + λ−2
1 λ−2

2 − 3

Jm

+

(
Φ

L3

)2
ε(λ1, λ2, T )

µ(T )
λ1λ

2
2 +

(
Φ

L3

)2
∂ε(λ1, λ2, T )

2∂λ1

λ2
1λ

2
2

µ(T )
−

1

2

cL1

µ(T )L2L3

dλ1

dt
+

P1

µ(T )L2L3

,
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L2
2ρ

3µ(T )

d2λ2

dt2
=− λ2 − λ−3

2 λ−2
1

1− λ2
1 + λ2

2 + λ−2
1 λ−2

2 − 3

Jm

+

(
Φ

L3

)2
ε(λ1, λ2, T )

µ(T )
λ2λ

2
1 +

(
Φ

L3

)2
∂ε(λ1, λ2, T )

2∂λ2

λ2
1λ

2
2

µ(T )
−

1

2

cL2

µ(T )L1L3

dλ2

dt
+

P2

µ(T )L1L3

.

(9)

We assume that L1 = L2 = L and P1 = P2 = P .
Meantime, we also assume that the DEA is isotropic.
So, λ1 = λ2 = λ, and (9) is reduced to

L2ρ

3µ(T )
λ̈+

1

2

c

µ(T )L3

λ̇ =

(
Φ

L3

)2
ε(λ, T )

µ(T )
λ3 +

P

µ(T )LL3

+

(
Φ

L3

)2
∂ε(λ, T )

2∂λ

λ4

µ(T )
− λ− λ−5

1− 2λ2 + λ−4 − 3

Jm

.

(10)
Let x = [X1 X2]

T = [λ λ̇]T, then the state-space
model of the DEA is{

Ẋ1 = X2,

Ẋ2 = f(x) + g(x)u+ dt,
(11)

where

f(x) =

P

µ(T )LL3

− 1

2

cX2

µ(T )L3

− X1 −X−5
1

1− 2X2
1 +X−4

1 − 3

Jm
L2ρ

3µ(T )

,

(12)

g(x) =

ε(X1, T )

µ(T )
X3

1 +
∂ε(X1, T )

2∂λ

X4
1

µ(T )

L2
3L

2ρ

3µ(T )

, (13)

u = Φ2, (14)

and dt is the external disturbance, |dt| 6 dd.
3 Approximators and observer design

When (11) is obtained, we can design the controller
that is based on the model parameters and all system
states to realize the control of the DEA. However, in ac-
tual control, the model parameters of the DEA (i.e. ρ,

µ(T ), c, ε(λ, T ),
∂ε(λ, T )

∂λ
and Jm) are unknown. Al-

though λ can be measured by using the laser displace-
ment sensor, λ̇ is not measurable. As a result, f(x),
g(x) and λ̇ are unknown.

In order to meet the demand of the actual con-
trol, the approximators should be constructed to esti-
mate f(x) and g(x), and the state observer should be
designed to acquire λ̇. Considering that the RBFNN
can approximate any nonlinear function with any pre-
cision[16], and it has the advantages of fast convergence
speed and avoiding the local minimum problem, we pre-
fer to choose the RBFNN to construct the approximator.
Since both f(x) and g(x) are unknown, a simple way is
to design two RBFNN-based approximators to approx-
imate f(x) and g(x), respectively. Moreover, when
the number of the hidden layer nodes is sufficient, the
approximation error of the three-layer RBFNN (input-
layer, hidden-layer and output layer) for any nonlinear
function is small enough[17]. So, we use the RBFNN
with such simple topologies for convenience.

It is noted that there exist other effective parameter
estimation methods (such as [18–20] and so on), which
can be employed to construct the approximator. How-
ever, the purpose of this paper is to present a feasible
tracking control strategy for the DEA utilized in soft
robots. So, next we will only show the construct proce-
dure of the RBFNN-based approximator in detail. In-
terested readers may solve such open problem by em-
ploying other parameter estimation methods.

(11) can be rewritten as{
ẋ = Ax+ b[f(x) + g(x)u+ dt],
y = CTx,

(15)

where A = [0 1; 0 0], b = [0 1]T and C = [1 0]T;
y is the output of the system.

The state observer is designed to be{
˙̂x = Ax̂+ b[f̂(x̂) + ĝ(x̂)u− v] +K(y − CTx̂),

ŷ = CTx̂,
(16)

where x̂ is the observed value of x; f̂(x̂) and ĝ(x̂) are
the estimated values of f(x) and g(x), respectively;
K = [k1 k2]

T; v is the robustifying item;{
f̂(x̂) = ŴT

1 σ̂1,

ĝ(x̂) = ŴT
2 σ̂2,

(17)
σ̂1 = [σ̂11 σ̂12 · · · σ̂1N1

]T,

σ̂2 = [σ̂21 σ̂22 · · · σ̂2N2
]T,

Ŵ1=[Ŵ11 Ŵ12 · · · Ŵ1N1
]T,

Ŵ2=[Ŵ21 Ŵ22 · · · Ŵ2N2
]T,

(18)

σ̂ij =

exp(
∥x̂− χij∥2

2ψi

)(i = 1, 2 and j = 1, 2, · · · , Ni),

(19)

Ŵ1 and Ŵ2 are the actual weight vectors of two
RBFNNs, respectively; σ̂1 and σ̂2 are the actual output
vectors of Gauss functions of two RBFNNs, respective-
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ly; N1 andN2 are the node numbers of the hidden layer
of two RBFNNs, respectively; χij=[χ′

ij χ′′
ij]

T are con-
stant vectors; ψi are constants.

Moreover, it is known that{
f(x) =WT

1 σ1 + ε∗1,

g(x) =WT
2 σ2 + ε∗2,

(20)

where W1 and W2 are the ideal weight vectors of two
RBFNNs, respectively; σ1 and σ2 are the ideal output
vectors of Gauss functions of two RBFNNs, respective-
ly; ε∗1 and ε∗2 are approximation errors of two RBFNNs,
respectively; W1, W2, ε∗1 and ε∗2 are bounded, that is

∥W1∥ 6W1M, ∥W2∥ 6W2M,

ε∗1 6 ε∗1M, ε
∗
2 6 ε∗2M,

W1M > 0, W2M > 0,

ε∗1M > 0, ε∗2M > 0.

(21)

Using (15) minus (16) yields
˙̃x = (A−KCT)x̃+ b[W̃T

1 σ̂1 + ω1+

ε∗1 + v1 + (W̃T
2 σ̂2+

ω2 + ε∗2)u+ dt + v2],

ỹ = CTx̃,

(22)

where x̃ = x− x̂; W̃1 =W1 − Ŵ1, W̃2 =W2 − Ŵ2;

v = v1+v2; ω1 =WT
1 [σ1 − σ̂1], ω2 =WT

2 [σ2 − σ̂2];

ω1 and ω2 are bounded, that is{
∥ω1∥ 6 β1, β1 > 0,

∥ω2∥ 6 β2, β2 > 0.
(23)

According to (22),

ỹ = H(s)L(s)∆, (24)

where H(s) = CT(sI −A)−1b; s denotes the dif-

ferential operator
d

dt
; L−1(s) is a transfer function

with stable poles and L(s) is chosen to ensure that
H(s)L(s) is strictly positive realness (SPR);

∆ = δ1 + δ2 + W̃T
1
ˆ̄σ1 + W̃T

2
ˆ̄σ2u+

(ω̄2 + ε̄2)u+ ω̄1 + ε̄1 + d̄t + v̄1 + v̄2,

δ1 = L−1(s)[W̃T
1 σ̂1]− W̃T

1 L
−1(s)[σ̂1],

δ2 = L−1(s)[W̃T
2 σ̂2u]− W̃T

2 L
−1(s)[σ̂2]u,

ˆ̄σ1 = L−1(s)[σ̂1], ˆ̄σ2 = L−1(s)[σ̂2],

ω̄1 = L−1(s)ω1, ω̄2 = L−1(s)ω2,

ε̄1 = L−1(s)ε∗1, ε̄2 = L−1(s)ε∗2,

v̄1 = L−1(s)[v1], v̄2 = L−1(s)[v2],

d̄t = L−1(s)[d̄t],
(25)

δ1 and δ2 are bounded, that is{
∥δ1∥ 6 c1∥W̃1∥F, c1 > 0,

∥δ2∥ 6 c2∥W̃2∥F, c2 > 0,
(26)

and ∥Θ1∥F is Frobenius norm of Θ1.

Letting H(s)L(s) = CT
c (sI −Ac)

−1bc and ỹ =
CT

c z̃, then (24) can be rewritten as{
˙̃z = Acz̃ + bc∆,

ỹ = CT
c z̃.

(27)

SinceH(s)L(s) is SPR, there exists P = PT > 0,
which makes

AT
c P + PAc = −Q, (28)

where Q = QT > 0.
The Lyapunov function is constructed as

V =
1

2
z̃TP z̃ +

1

2
tr(W̃T

1 F
−1
1 W̃1) +

1

2
tr(W̃T

2 F
−1
2 W̃2), (29)

where F1 = FT
1 > 0, F2 = FT

2 > 0; tr(Θ2) is the
trace of Θ2.

The derivative of V is

V̇ =
1

2
˙̃z
T
P z̃ +

1

2
z̃TP ˙̃z + tr(W̃T

1 F
−1
1

˙̃W 1) +

tr(W̃T
2 F

−1
2

˙̃W 2) =

1

2
[Acz̃ + bc∆]TP z̃ +

1

2
z̃TP [Acz̃ + bc∆] +

tr(W̃T
1 F

−1
1

˙̃W 1) + tr(W̃T
2 F

−1
2

˙̃W 2) =

1

2
z̃T(AT

c P + PAc)z̃ + z̃TPbc∆+

tr(W̃T
1 F

−1
1

˙̃W 1) + tr(W̃T
2 F

−1
2

˙̃W 2) =

−1

2
z̃TQz̃ + ỹ∆+ tr(W̃T

1 F
−1
1

˙̃W 1) +

tr(W̃T
2 F

−1
2

˙̃W 2). (30)

To ensure the convergences of the state observer
and the approximators, by employing the trial and er-
ror method, we design the update laws to be{

˙̂
W 1 = F1 ˆ̄σ1ỹ − κ1F1|ỹ|Ŵ1,
˙̂
W 2 = F2 ˆ̄σ2ỹu− κ2F2|ỹ|Ŵ2,

(31)

where κ1 > 0, κ2 > 0.
Submitting (31) into (30) yields

V̇ = tr(W̃T
1 (−ˆ̄σ1ỹ + κ1|ỹ|Ŵ1)) +

tr(W̃T
2 (−ˆ̄σ2ỹu+ κ2|ỹ|Ŵ2))−

1

2
z̃TQz̃ + ỹ∆. (32)

The robustifying item in (16) is designed to be

v = v1 + v2 = −(D1 +D2)sgn ỹ, (33)

whereD1>β1σM, D2>β2σMud, σM=σmax[L
−1(s)],

σmax[Θ3] is the maximum singular value of Θ3; |u| 6
ud; sgn(·) is the symbol function.

According to (23) and (33), we obtain
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ỹ(ω̄1 + v̄1) = ỹL−1(s)ω1 −D1|ỹ| 6

|ỹ|β1σM −D1|ỹ| 6 0,

ỹ(ω̄2 + v̄2) = ỹL−1(s)ω2u−D2|ỹ| 6
|ỹ|β2σMud −D2|ỹ| 6 0.

(34)

Using the property of the trace of the matrix, one
has {

tr(W̃T
1
ˆ̄σ1ỹ) = ỹW̃T

1
ˆ̄σ1,

tr(W̃T
2
ˆ̄σ2ỹu) = ỹW̃T

2
ˆ̄σ2u.

(35)

Moreover, the following inequation always holds.

z̃TQz̃ > λmin(Q)∥z̃∥2, (36)

where λmin(Q) is smallest eigenvalues of Q.
Submitting (34)−(36) into (32) yields

V̇ =

−1

2
z̃TQz̃ + ỹ∆− ỹW̃T

1
ˆ̄σ1 − ỹW̃T

2
ˆ̄σ2u+

tr(W̃T
1 κ1|ỹ|Ŵ1) + tr(W̃T

2 κ2|ỹ|Ŵ2) 6

|ỹ|(ε̄1 + ε̄2u+ d̄t + c1∥W̃1∥F + c2∥W̃2∥F)−
1

2
λmin(Q)∥z̃∥2 + κ1|ỹ|tr(W̃T

1 (W1 − W̃1)) +

κ2|ỹ|tr(W̃T
2 (W2 − W̃2)). (37)

According to (27), ∥z̃∥ > ∥y∥, thus

−λmin(Q)∥z̃∥2 6 −λmin(Q)|ỹ|2. (38)

Since tr(ΘT
5 Θ5) = ∥Θ5∥2F, the following inequa-

tion always holds.{
tr(W̃T

1 (W1 − W̃1)) 6W1M∥W̃1∥F − ∥W̃1∥2F,
tr(W̃T

2 (W2 − W̃2)) 6W2M∥W̃2∥F − ∥W̃2∥2F.
(39)

Submitting (38) and (39) into (37) yields

V̇ 6

−1

2
λmin(Q)|ỹ|2 + |ỹ|σM(ε

∗
1 + ε∗2ud + dd) +

κ1|ỹ|(W1M∥W̃1∥F − ∥W̃1∥2F) + |ỹ|c1∥W̃1∥F +

κ2|ỹ|(W2M∥W̃2∥F − ∥W̃2∥2F) + |ỹ|c2∥W̃2∥F =

−|ỹ|[1
2
λmin(Q)|ỹ| − σM(ε

∗
1 + ε∗2ud + dd)−

κ1(α1 − ∥W̃1∥F)∥W̃1∥F −
κ2(α2 − ∥W̃2∥F)∥W̃2∥F], (40)

where α1 =W1M + c1/κ1 and α2 =W2M + c2/κ2.
Moreover, we know that
(α1−∥W̃1∥F)∥W̃1∥F=

1

4
α2

1−(∥W̃1∥F − 1

2
α1)

2,

(α2−∥W̃2∥F)∥W̃2∥F=
1

4
α2

1−(∥W̃2∥F − 1

2
α2)

2.

(41)
Submitting (41) into (40) leads to

V̇ 6 −|ỹ|[1
2
λmin(Q)|ỹ| − σM(ε

∗
1 + ε∗2ud + dd) +

κ1(∥W̃1∥F − 1

2
α1)

2 − 1

4
κ1α

2
1 +

κ2(∥W̃2∥F − 1

2
α2)

2

− 1

4
κ2α

2
2]. (42)

When λmin(Q) < 0, the requirement for V̇ 6 0 is
1

4
λmin(Q)|ỹ| − σM(ε

∗
1 + dd)−

1

4
κ1α

2
1 > 0,

1

4
λmin(Q)|ỹ| − σMε

∗
2ud −

1

4
κ2α

2
2 > 0.

(43)
That is

|ỹ| >

max{4σM(ε
∗
1 + dd) + κ1α

2
1

λmin(Q)
,
4σMε

∗
2ud + κ2α

2
2

λmin(Q)
}.

(44)

When λmin(Q) > 0, the requirement for V̇ 6 0 is
κ1(∥W̃1∥F − 1

2
α1)

2 − σM(ε
∗
1 + dd)−

1

4
κ1α

2
1 > 0,

κ2(∥W̃2∥F − 1

2
α2)

2 − σMε
∗
2ud −

1

4
κ2α

2
2 > 0.

(45)
That is
∥W̃1∥F > 1

2
α1 + (

σM(ε
∗
1 + dd)

κ1

+
α2

1

4
)1/2,

∥W̃2∥F > 1

2
α2 + (

σMε
∗
2ud

κ2

+
α2

2

4
)1/2.

(46)

Lemma 1[21] Given x ∈ Rn and a nonlinear func-
tion h(x, t): Rn → R× Rn, the differential equation

ẋ = h(x, t), t0 6 t, x(t0) = x0, (47)

has a differential solution x(t) if h(x, t) is continuous
in x(t) and t. The solution x(t) is said to be uniformly
ultimately bounded (UUB) if there exists a compact set
U ∈ Rn such that, for all x(t0) = x0 ∈ U , there exist
a δ > 0 and a number T (δ, x0) such that x(t) < δ for
all t > t0 + T .

According to the above analyses and Lemma 1,
∥z̃∥, ∥W̃1∥F and ∥W̃2∥F are UUB.

Next, we will show the boundedness of x̃. Let ∆̄ =
W̃T

1 σ̂1+ω1+ε
∗
1+v1+(W̃T

2 σ̂2 + ω2 + ε∗2)u+dt+v2,
(22) can be rewritten as

˙̃x = (A−KCT)x̃+ b∆̄. (48)

The solution of ˙̃x = (A−KCT)x̃ is

x̃(t) = x̃(0)e
r t
0
(A−KCT)dt. (49)

Further, the solution of (48) is

x̃(t) =

e
r t
0
(A−KCT)dt

w t

0
b∆̄(τ)e−

r τ
0

(A−KCT)dτdτ +

x̃(0)e
r t
0
(A−KCT)dt =

Φ(t, 0)x̃(0) +
w t

0
Φ(t, τ)b∆̄(τ)dτ , (50)
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where{
Φ(t, 0) = e

r t
0
(A−KCT)dt,

Φ(t, τ) = e
r t
0
(A−KCT)dt−

r τ
0

(A−KCT)dτ .
(51)

Since

e
r t
0
(A−KCT)dt−

r τ
0

(A−KCT)dτ = eA(t−τ)e−KCT(t−τ),
(52)

the state transition matrix Φ(t, τ) is bounded by
m0e

−a(t−τ), where m0 = eA(t−τ) and a = KCT are
positive constants.

Letting γ = ω1 + ε∗1 + v1 +(ω2 + ε∗2)u+ dt + v2,
then

∥∆̄∥a2 6 ∥W̃T
1 σ̂1∥a2 + ∥W̃T

2 σ̂2u∥a2 + γ4, (53)

where ∥γ∥a2 6 γ4.

Since ∥Θ6∥a2 =

√w t

0
e−a(t−τ)ΘT

6 (τ)Θ6(τ)d(τ)

and ∥AΘ6∥2 6 ∥A∥F∥Θ6∥2, one has

∥W̃T
1 σ̂1∥a2 6 ∥W̃T

1 σ̂1∥aF∥σ̂1∥a2 =

∥W̃T
1 ∥aF∥σ̂1∥

√w t

0
e−a(t−τ)d(τ) =

∥W̃T
1 ∥aF∥σ̂1∥

√
1− e−at/

√
a. (54)

Similarly,

∥W̃T
2 σ̂2u∥a2 6 ∥W̃T

2 ∥aF∥σ̂2∥ud

√
1− e−at/

√
a. (55)

Lemma 2[22] Consider the linear time-invariant
system in state-space representation

ẋ(t) = Ax(t) +Bu(t), x(0) = x0 (56)

with x(t) ∈ Rn, u(t) ∈ Rm, B ∈ Rn×m. Then, every
solution x(t) of (56) satisfies

∥x(t)∥ 6 k1 + k2∥u(t)∥a2, (57)

where k1 decays exponentially to zero, k2 is a positive
constant that depends on the eigenvalues of A.

Let γ5=∥σ̂1∥(1−e−at) and γ6=∥σ̂2∥(1−e−at)ud.
According to Lemma 2 and (53), we can get

∥x̃(t)∥ 6 k1 + k2∥W̃T
1 ∥aFγ5/

√
a+ k2γ4 +

k2∥W̃T
2 ∥aFγ6/

√
a =

γ′
3 + γ′

4/
√
a+ γ′

5∥W̃T
1 ∥aF/

√
a+

γ′
6∥W̃T

2 ∥aF/
√
a, (58)

where γ′
3 = k1, γ

′
4 = k2γ4

√
a, γ′

5 = k2γ5, γ
′
6 = k2γ6;

γ′
3 decays exponentially to zero; γ′

4, γ
′
5 and γ′

6 are pos-
itive constants.

Thus, ∥x̃(t)∥ is bounded by ∥W̃T
1 ∥F and ∥W̃T

2 ∥F,
which have been verified to be bounded.

4 Controller design
In this section, we design the SMC based on the

above approximators and the state observer to realize
the trajectory tracking control of the DEA. In fact, there

are other control methods that can be regarded as the
candidates to achieve this control objective (such as,
PID control method, fuzzy control method, backstep-
ping control method and so on). However, the sliding
mode control method itself has strong robust perfor-
mance, and can effectively overcome the influence of
the parameter uncertainty and the external disturbance
on the system control[23]. Since the external disturbance
is considered in the model of the DEA, we may as well
design the SMC directly.

The sliding mode surface is chosen to be
S = cse+ ė, (59)

where e = x̂1−λd, ė = ˙̂x2− λ̇d; λd and λ̇d are target
values of the stretch of the DEA and the target rate of
the stretch.

The Lyapunov function is constructed as

V1 =
1

2
S2. (60)

According to (16), the derivative of V1 is

V̇1 = S[cs(x̂2 +K1(x1 − x̂1)− λ̇d) + f̂(x̂) +

ĝ(x̂)u+ dt − v +K2(x1 − x̂1)− λ̈d].

(61)

The controller is designed to be

u =

1

ĝ(x̂)
[−cs(x̂2 +K1(x1 − x̂1)− λ̇d)− f̂(x̂) +

v −K2(x1 − x̂1) + λ̈d − ηsgn s], (62)

where λ̈d is the target accelerated velocity of the stretch,
η > dd > 0. f̂(x̂) and ĝ(x̂) are given in (17).

Submitting (62) into (61) yields

V̇1 = dtS − η|S| 6 0. (63)

When V̇1 ≡ 0, S ≡ 0. So, according to LaSalle’s
invariance theorem, we know that e → 0 and ė → 0
as t → ∞. Since the convergence and boundedness
of x̃ have been verified in the previous section, the tra-
jectory tracking control of the DEA can be achieved by
employing the above SMC (62) with the approximators
(17) and the state observer (16). The structural diagram
of the closed-loop control system is shown in Fig. 2.

Fig. 2 Structural diagram of closed-loop control system
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5 Simulations
In order to verify the effectiveness of the proposed

control strategy, a simulation is carried out by using
MATLAB tool. The model parameters of the DEA are
shown in Table 1[24].

Table 1 Model parameters of DEA

Parameter Value Parameter Value

L 0.02m Jm 70

L3 0.001m µ(T ) 0.097MPa

ρ 960 kg/m3 c 1.2

According to experimental results in [25],

ε(λ, T ) = ε0εr(λ, T ) =

ε0(ε∞ +
ρ

T
)[1 + aw(2λ

− 1
2 − 2) +

bw(2λ
− 1

2 − 2)2 + cw(2λ
− 1

2 − 2)3], (64)

where ε0 = 8.85 × 10−12(F/m) is the permittivity of
vacuum;

ε∞ = 2.1, T = 300, aw = −0.1658,

bw = 0.04086, cw = −0.003027;

and

ε(λ, T ) = ε0εr(λ, T ) =

ε0(ε∞ +
ρ

T
)[1 + aw(2λ

− 1
2 − 2) +

bw(2λ
− 1

2 − 2)2 + cw(2λ
− 1

2 − 2)3]. (65)

The initial states of the DEA are chosen to be

λ0 = 1.5, λ̇0 = 0. (66)

So, the tensile forces are

P =
µLL3(λ0 − λ−5

0 )

1− 2λ2
0 + λ−4

0 − 3

Jm

= 2.7205. (67)

The target trajectory is


λd = −0.5 cos t+ 2,

λ̇d = 0.5 sin t,

λ̈d = 0.5 cos t.

(68)

The external disturbance is

dt = 10 sin(2t). (69)

The parameters of two RBFNNs are:

N1 = N2 = 7,

χ′
ij = χ′′

ij = −4 + j, i = 1, 2 and j = 1, 2, · · · , 7,
ψi = 6(i = 1, 2),

the initial values of the weights are W 0
ij = 0.1(i=1, 2

and j = 1, 2, · · · , 7). The parameters of the observ-
er are k1 = 4 × 105, k2 = 8 × 107. So, H(s) =
1/(s2 + 4s+ 2200). Since

Re[H(jw)] =

(8× 107 − w2)/((w2 − 8× 107)
2
+

w216× 1010)

may less than 0,H(s) is not SPR. We chooseL−1(s) =
1/(s+ 3× 105) to ensure that H(s)L(s) is SPR. The
parameters of the controller (62) are

cs = 7× 109, η = 15.

In (31),

κ1 = 0.1, κ2 = 0.001, F1 = 500, F2 = 0.05.

In (33), D1 = D2 = 1.2.

The simulation results are shown in Figs. 3–6. Ac-
cording to Figs. 3(a) and 3(b), λ and λ̇ track λd and λ̇d,
respectively. The tracking error curves are shown in
Fig. 4. Meanwhile, according to Figs. 3(c) and 3(d), the
maximum observation error is about 1.76%. So, the de-
signed approximators, state observer and SMC are ef-
fective. Moreover, according to Figs. 5(a) and 5(b),
f̂(x̂) and ĝ(x̂) do not converge to f(x) and g(x), re-
spectively. It is because the input signal does not satisfy
persistent excitation condition[26].
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Fig. 3 Tracking results and observed results

(a) Deformation tracking error

(b) Velocity tracking error

Fig. 4 Tracking error

(a) Approximation results of f(x)

(b) Approximation results of g(x)

Fig. 5 Approximation results

Fig. 6 Control input

6 Conclusions
This paper proposes an adaptive robust control

strategy for the DEA. Based on the RBFNNs, two ap-
proximators are used to estimate the unknown items of
the DEA’s model. Meantime, the state observer is de-
signed to estimate the system states. Based on the ap-
proximation results and the observed states, the SMC is
designed to realize the tracking control of the DEA.

The proposed control strategy only requires the
stretch of the DEA, but does not require the the model
parameters and the rate of the stretch. Thus, the pro-
posed control strategy has adaptivity and robustness.
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Moreover, the dynamic model (9) does not consider
the creep and the hysteresis characteristics of the DEA.
In the future, we will develop a more complex and more
realistic mathematical model of the DEA to take the
creep and the hysteresis into consideration. Further-
more, the control strategy proposed in this paper should
be appropriately extended to meet the new model.
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