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Abstract: This paper mainly concerns about the problem of estimation of the Riemann-Liouville fractional derivative of
arbitrarily bounded continuous signal. By using sliding mode technique, a nonlinear fractional-order derivative estimator of
a bounded continuous signal for the order o between 0 and 1 is proposed firstly. Then it is extended to the case of arbitrary
order e € RY, and the corresponding estimation scheme is also established. The convergence of the presented estimator
is discussed in more detail with the assistance of frequency distributed model of the Riemann-Liouville fractional calculus.
Meanwhile the matching closed-loop plant is asymptotically stable. The major advantages of the proposed methodology can
not only adaptively estimate the Riemann-Liouville fractional derivative of a given signal that is not clear about the upper
bound of fractional derivative itself in advance, but also adapt to the uncertain disturbances or stochastic noise environment
in system. Numerical simulation results of an example are used to verify the practicality and availability of our given
estimation scheme.
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1 Introduction

Fractional calculus and its applications are one of
the most rapidly developing fields of science and en-
gineering in the last two decades. Numerous excellent
references such as books, review articles, and confer-
ence proceedings have been obtained in fractional-order
(FO) community [1-9]. It is widely believed that in
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the integer-order (IO) systems the time derivatives of a
signal are usually used in the system theories and engi-
neering applications. For example, the velocity and ac-
celeration of a target need to be estimated and measured
by the time derivative of the given signal in the radar
applications. This is also the case for the FO systems.
The most wonderful example is the design procedures
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of fractional PI*"D* controller [10—13] and fractional
sliding-mode controller [14-18], in which the fraction-
al calculus of a error signal is desired to synthesize the
input signal of the controlled systems. For some of the
basic elementary function, however, how to calculate
its FO derivative and give the analytic expression of its
fractional derivative are continuing to experience diffi-
culty since the complexity of fractional calculus. Most
of the researchers [19-22] took numerical computation
method to calculate and estimate fractional integral and
derivative of a given signal. Whereas, it would occur
some limitations which are derived from the existence
of uncertain disturbances or stochastic noise. That is,
the method is a result of the numerical theory, which
may not be available to obtain the estimated values (or
accurate values) of fractional derivatives of a contami-
nated signal.

In addition, we know that in the classical 10 sys-
tems sliding mode control (SMC) technique can provide
a robust state observer of systems [23-28], and even
estimate multiple differentiations of the system signals
given in real time. In the FO control plant, the informa-
tion of the system states usually needs to be accessed
to construct the appropriate controller. That is to say,
construction of a special FO integrator and differentia-
tor can not be avoided in the face of fractional calculus
and FO systems. Up to now, however, only a few arti-
cles [29] investigated the issue of estimation of fraction-
al calculus by using the control theoretical framework.
Nevertheless, it is noted that since the weak singularity
of definition of fractional calculus (i.e. the existence of
kernel (t — 7)* ! or (t — 7)"~ 1), the method of es-
timated value about IO derivative can not extend to the
case of FO directly. And in the plant of control, it may
have to be concerned about the problem of initial con-
ditions and initialization of FO systems. Therefore, for
estimation of fractional derivative of a signal with and
without noise, this is still an issue which is worth to be
further studied and explored.

Motivated by the aforementioned statement in the
paper, we start by considering the problem of estimation
of Riemann-Liouville (RL) fractional derivative with
FO a between 0 and 1, then extend the corresponding
results to the case of arbitrary order (i.e. & € R*). By
using sliding mode technique, a fractional estimator can
be applied to estimate the FO derivative of a bounded
smooth nonlinear signal. The convergence of the pro-
posed fractional estimator is assured by employing the
stability theory of the continuous frequency distributed
model of RL fractional calculus. To remove the condi-
tion of the upper bound for the fractional derivative of
observed signals, further an adaptive SMC algorithm is
also proposed. Meanwhile, the switching gain is ade-
quately adjusted and controlled online by the construct-
ed adaptive law. Finally, to illustrate the validity and

availability of the presented scheme, the estimation of
fractional derivative of a smooth signal with and with-
out involving noise is exhibited in an example with nu-
merical simulations and analyses.

The major contributions of this article are stated as
follows: 1) From the control framework, the method
about the estimation of RL’s fractional derivative of a
given signal is derived. 2) The FO derivative estimator
is in a position to adapt to the uncertain disturbances
or stochastic noise in system. 3) Compared with the
existing research, the issue of initial value of diffusive
representation for RL fractional calculus is illustrated.

The structure of this paper is constructed as follows.
Some basic lemmas on fractional calculus are present-
ed in Section 2. Based on the control theoretical frame-
work, estimation of fractional derivative is found in Sec-
tion 3. Simulation results and conclusion are given sep-
arately in Section 4 and Section 5.

2 Preliminaries

In this section, to discuss the problem of estima-
tion of RL fractional derivative, some basic lemmas on
fractional calculus are presented. For convenience, the
lower limit of fractional calculus in the theoretical anal-
ysis section of this paper is assumed to be zero. Where-
as, the lower limit is still chosen as ¢, in the numerical
simulation.

Lemma 1 If any order « € RT and f(t) €
L,(0,b), (1 < p < 00), then the following equalities
o DRI f(1)] = f(t), (1)

and

o7 (3D (1) = f() - 2 . ]E(EQDE ; _{(?)]t_o

n

(2
hold. Clearly, if 0 < a < 1, then
tafl RLDa—l t _
o7 0 B i o e A S

I'(c)
where (I7(-) and }D¢(-) are usually referred to as
RL’s a-th fractional integration and derivation, respec-
tively. More information about fractional calculus of
RL can be found in many references. In what follows,
an important formula will be presented here, which will
be used later in the simulation.

Lemma 2 If there is a RL fractional calculus
REDF (), (0 < o < 1), then the formula D~
f(t) = YD1 f(e + to) holds, for any initial time .

Proof
we have

w DI ()= 1 f ()=

From the concept of RL fractional calculus,

Lt f(7)
F(l—a)J;o (t—r)= "

Setting 7 = < + tg, then it yields dr = dg,
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to]. Hence, one has

cel0,t—
RL ya—1 1 ¢ f(7)
A (ORS ey L (i

L et
I'l—a) (t—c—ty)
Again setting t = € + ¢, then it follows that

P({)LDf‘—lf(t) ! ) f”“( f(s+1o)

I'l—a t—¢—to)®
fﬁ fls+ 750
I'l—a)o (e—g¢)”
0—761 “fle+to) =D fle+to). 0
Remark 1  The above Lemma can be extended to R-

L’s fractional derivation of arbitrary order & € R, for any
initial time ¢g, i.e. } LDt f(t) = 8D f(e+ o), (n —1<a<
n € ZT) because of dt = de and € = t — tq in the foregoing
proof.

Lemma 3 Consider RL type FO differential e-

quation with the initial condition
RLDE(t) = [, 7), Vo€ (0, 1),
{ [0 Df ™ 2(t)]i=o = 2o,
where f(t, =) : [0,+00] x D — R is a nonlinear

function, and D C R is defined as the set of continu-
[0, +00] — R. Then, Eq. (4) can be

“)

ous functions x :
expressed as

90) _ _opit,) + £t 0) .
z(t) = Sin(:ﬂ-) f(joo w™*o(t, w)dw,

with 0(0,w) = x, where p(t,w) is called the frequen-
cy distributed state variable.

Proof Taking RL’s FO integral of both sides of the
first relation of Eq. (4), it follows from the formula (3)
of Lemma 1 that

a—1

2(t) — ;(a)xo = oI f(t, 7).

From the definition of RL’s integration, one has

o 1t f(r,z)
OIt f(t,l') - F(Cl) j() (t_T)l_ad -
1 O g (P ()
F(a)F(l—a)Jo ¢ dsfo (s

S

S@fﬂjmﬁﬁuwﬁgﬁngmm_

w(t — 7), then
ds = (t — 7)dw. Consequently, we have

Employing the substitution s =

OI?f(t> J)) =
sin(am) ptoo ot —w(t—r)
— Jo w jo e f(r,z)drdw.

That is,

o(t)= ;a)xoﬁ;m

sin(amr)
—w

t
m(w)fo e =) f(r, x)drdw,

h = -
where £ (w) A
e
And, ——
" I

satisfies the following equality:

toc—l toc—l

Tl) ~ T(@)I(1—a) Jy serds=

1 oo 5. _,e7°
I'(o)I(1—a) fo "3
sin(ar) J‘+<>°

m 0

—a —wt Heo —wt
w™ e ”dw:jo k(w)e * dw.

Thus, we have

() = ﬂwﬁ(w)(e*wt

Setting (0, w)

t
Zo —i—jo e “f (7, 2)dr)dw.

= Iy, it can be verified that o(t,

¢
w) =e“p(0,w)+ jo e =) £ (7, 2)dT is the solu-
tion of the differential equation

Oo(t,w

(8t) = _WQ(tvw) + f(ta .’E), (7

with the initial condition (0, w). Subsequently, it fol-
lows that

z(t) = sinar) IJFOO w %o(t,w)dw. (8)

s 0
Hence, the combination (7) and (8) results in
Eq. (4). O
Remark 2 In this Lemma, z¢ may be not equal to
2(0). This is so because
(T _sin(am) ptoo_g, _
z(0) = jo k(w)o(0,w)dw = — ) ¥ zodw =
sin(am) r+°%°_4 [RL qa—1
— fo w [0 Dy x(t)} —o dw.
too 4 _ L— too g
And, jo w “dw = fo w “dw + L w “dw. The

first integral equals 1 as 0 < a < 1, while the second in-
-«

1 . .
tegral equals Jasa > 1. Thus the integration approaches

infinitely great, for any value w. That is, there is no consistent
link between z(0) and z( except for z(0) = 0.

Remark 3  The proof avoids using a Bromwich con-
tour [30] to show the frequency distributed plant of the
RDU’s fractional derivation. Furthermore, the relationship be-
tween the initial condition of RL’s FO differential equation
and the initial state of frequency distributed plant is illus-
trated explicitly in the lemma. Numerical algorithm of cor-
responding approximation of the formula (5), because the
equivalent representation of Lemma 3 cannot be directly used,
are found in the references [30-32]. But we will only point
out one main difference; that is, their initial values satisfy the

relation zg = [9(0,wp) 2(0,wm)], where p(0,w;) =
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[@l(07wl) toe E)N(vai)]Ts (7* = 07 17 27 Y m)
In what follows, we will present estimation of RL’s
fractional derivative with the order a by applying SMC

technology.
3 Estimation of fractional derivative
3.1 The case of order o € (0,1)

The FO derivatives of a signal plays a central role
in the theory and engineering applications of fractional
domain. In view of the complexity of fractional cal-
culus, we here start by considering the construction of
fractional estimator of a smooth signal 7(¢) and setting
8L Dor(t)] < dy, foranya € (1—1,1),1=1,2,--,
in which d; is a known positive constant. And the fol-
lowing assumption is introduced.

Assumption1  Suppose that RL’s o-th fraction-
al derivation of the signal () is bounded; that is, there
exists a real constant d; such that |} D¢r(t)| < d,, for
any o € (0, 1), where d; is a known positive constant.

Apparently, if we will view 7(t) as the input signal
of the estimator, then the output x(¢) could be supposed
to be the estimation of {“D¢r(t). Since {*Dgr(t) is
generally not easy to access and measure, we present
the following model:

e(t) = r(t) — oIx(t), Yo € (0,1),
{aa(t) u(t), ©

such that e(t) can approach zero as time progresses.
Subsequently, it concludes from the formula (1) Lem-
ma 1 that z(¢) tends to f-Dor(t), (0 < a < 1). B
the linearity of the FO differentiation operator and Lem-
mas 1-3, for Vo € (0, 1), one gets

3(15(25 "J) RL Ha
g et D,

et) = j;“ (), w)duw,

sin(amr) _
——w™*. Now
our aim is to devise a control law u(t) 5171Tch that the sys-
tem (10) is asymptotically stable. Toward that end, a
simple control law is described by the following sketch
diagram!, as shown in Fig. 1.

Its mathematical description is described as fol-
lows:

u(t) = kog(e(t)) + kisgn(e(t)), (kr = dy), (11)
where g(+) satisfies: 1) g(e) = 0, for the point e = 0;
2) eg(e) > 0, for any e € (—00,0) U (0, +00). And,
in the rest of the artical g(-) might be chosen as e?/?,
(p > q and p, q are odd), or a common sign function.
For other objects, a possible g(-) may conform to the
above conditions, but we will focus more attention on

with ¢(0, w) = e, where k(w) =

the design methodology of this paper.

Fig. 1 A sketch diagram of controller u
To show the asymptotical stability of the controlled
system (10), the following theorem is proposed.

Theorem 1 Under the control law (11), the
closed-loop system (10) is asymptotically stable for any
constant k; > d;.

Proof Let us employ a Lyapunov function (or en-
ergy-like function) candidate V (¢, w) QJ qb X

(t,w)dw, forallw € (0, +00), which is obviously pos-
itive definite. Then the derivative of V' is given by

V= —f wk(w)¢? (t,w)dw +e(t) [§“Der(t)—
kog(e(t)) —’ﬁ&gn(e(f))] <
— f wr(w)Y?(t, w)dw — kee(t)g(e(t)) <

— oe(t)g ( <t>>. (12)
Because
wk(w) = Mwl_“ >0, Va € (0,1),

for all w € (0,400). Thus, V (¢, w) is negative def-
inite. It Subsequently can be concluded that the sys-
tem (10) is asymptotically stable. (I

Remark 4 In the above proof, an important relation
is used [V DY e(t)]i—o = [ D r(t)]1=0.
In fact, following the first equation of (9), one gets

0" Df T le(t) = 6V DF T r(t) = g DY ol ()] =
t
§Df () - [ e(m)ar,
t
where jo x(7)d7 equals 0 at ¢ = 0. In addition, the lower lim-

it of the frequency w of Lemma 3 and Theorem 1 is usually
exceedingly small, and reads O rarely. When w = 0, how-

ever, the formula e(¢t) = 0 holds for any f (w)dw or
+o0o
IO K(w)dw.
Remark 5§ 1In order to get access to the more excel-

lent performances of the estimation and further filter out a few
vibrations and chatterings which exist possibly in the estima-

tion, we can make use of the filter F'(s) = in which

_
958 +1°
B € (0, 1]. Magnitude-frequency and phase-frequency charac-
teristics of F'(s) from a variety of 3 and ¢ is shown in Fig. 2.

Judging from the figure, we can see that the anti-interference

"'With respect to the performance of the diagram in the entire design, more information can be illustrated by Appendix which is only

an approximate analysis that follows closely the references [25,27].
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performance of the filter becomes more competent as 3 in-
crease. How to choose a good value for the parameter 9?7 As
pointed out in the fourth section of Chapter II [33], a smaller
positive constant ¥ might be selected to enhance the perfor-
mances of the design. More detailed information can be found
in the literature [33], we will not go into much detail here.
Thus, in a later simulation we choose the parameter ¥} = 0.001
and 8 = 1 to verify the estimation scheme.

Magnitude

S 0
£ o 0
i B
(a9}
p= -200
108
1.5 0
5 100
ﬁ 110 / (ae\'S
Freque® Y
9=0.01

Fig. 2 Evolution of the magnitude-frequency and phase-
frequency curves involving different 5 and ¥

Remark 6  The RL’s a-th fractional derivation of the
signal r(t) is itself as the order « tends to 0, while the order
o — 1, one has

o4 lim D r(t) =

. 1 d et r(r) _
lim =) afo( dr =

a—1 F( — t— 7—)04
(O 1 t (1)
cllgll[f’(lfa) F(lfa)jo (th)adﬂ =

0y e 1 t o i(r)
olzlinl I'2-a) + r2-oa) jo(t _ T)a—l dr]

+j T)dr = 7(t). (13)

On the other hand, let us consider the Laplace transform of
the first expression of the equation (10)

£ 22) 6(0,w)=

—wP(s,w) + L{O Dfr(t)} = U(s), (14)
where L(-) stands for the Laplace transform, moreover
L{ORLD,?r(t)} = s R(s)— [(I}LD?_lr(t)} - (0<a<1).in
which £(r(t)) = R(s); ¢(s,w) and U(s) denote the Laplace
transform of ¢(¢,w) and u(t), respectively.

Note that ¢(0, w) = eq, it follows from the relation (14)
that

}=sP(s,w) —

s"R(s) 0" Df ™~ r(D)]s=0—U(s) +eo
s+w ’
And the Laplace transform of the second expression of the
equation (10) is

D(s,w)= 15)

fooo w)dw =

rlw)eo 4 o (% Klwls®R(s)—ro)
fo s+w jO s+ w dw—

[ e g, (16)

0 s+ w
where o = [§X D1 (t)]4—o.
In addition, it follows from the relation (6) that

foo LCF (17)

0 s+w s¢

This is so because

ta—l o _5tta 1
Sy Jo RO
and
f —stJ‘ wtdwdt
f f k(w)e” T dtdw f°° @) 4,
0 s+w

Applying the relation (17) to (16), one has

1 RL Ha—1
B(s)=— [co+s"R()=[{"Di e ~U(s)]-
It hence can be concluded that, when o« — 1,
sE(s) =ep+ sR(s) —rg — U(s). (18)

Taking the inverse Laplace transform of both sides of the
relation (18), one obtains

e(t) = i(t) — u(t). (19)

In this situation, the Assumption 1 turns from
‘ ORLD?r(t)’ < dy’ into ‘|7(¢)| < di’ when the order « tends
to 1. Under the control law (11), it also can be shown that the
closed-loop system (19)(or (10)) is asymptotically stable for
dy, by constructing a quadratic Lyapunov

1
= 562(t)

any constant k1 >

function candidate V' (t)

From the proof of Theorem 1, it is clear to see that
the Assumption 1 is an indispensable condition. In real-
ity, however, this upper bound is usually hard to deter-
mine and know beforehand for the RL’s a-th fractional
derivation of a signal. Therefore, we will be able to
relax the condition of the Assumption 1; that is, the fol-
lowing condition is considered.

Assumption 2 For any real order o € (0,1),
the RL's a-th fractional derivation of r(¢) is an
unknown function that satisfies this condition:
RLDer(t)] < dy, where dy is an unknown positive
constant.

Then an adaptive scheme of fractional estimator is

taken as follows:
dky (1)

= kl = kﬂe(t”, (k?l > 0), (20)
where 12:1 denotes the adaptive gain, the adaptive rate of
k1 (t) could be regulated by selection of ;. It is not-
ed that k;(¢) is nondecreasing function monotonously,
and in general, chooses it to be nonnegative. Then this
adaptive project of fractional estimator is proposed in
the following theorem.
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Theorem 2 Under the assumption 2, if this con-
trol law is devised as

u(t) = kog(e(t)) + ki(t)sgn(e(t)), (21
where k;(t) should be to satisfy the relation (20) and,

evolve to its nominal value d;. Then, the closed-loop
system (10) is asymptotically stable.

Proof Consider a Lyapunov function (or energy-
like function) candidate, for all w € (0 00),

2j 2(¢, w)dw+2k (ki (t)—dy)2.

1
(22)
Then the derivative V' along the trajectories of the sys-
tem (10) is given by

V=— IOOO wk(w)d? (t, w)dw+
e(t) [R“Dr(t) — kog(e(t) — ki (t)sgn(e()] +
(ka () —dy)le(t)] <
— [ wr(w)e(t, w)dw — koe(t)gle(t)) <
— koe(t)g(e(t))- (23)

Therefore, one gets V' < 0. Similar to the rest of
proof procedures of Theorem 1 and Remark 4, it can be
shown that the closed-loop system (10) is asymptotical-
ly stable. 0

Remark 7  Generally, the sliding mode control law
usually consists of two parts: an equivalent control law and
an auxiliary control law. The first one might namely be an
equivalent estimation term of our previous statement ueq =
kog(e(t)) + kisgn(e(t)). the other one should be a switching-
type control term wuyy = k2|S( )|7sgn(S(t)), in which
S(t) = oI} ~%e(t) + ko j ))dT + k1 jot sgn(e(r))dr —
o} ~%r(t) is just the sliding manifold we constructed. When
the system (10) achieves to the switching surface, it then fol-
lows that S(t) = 0. Further, one gets

S(t) =6 Df*e(t) + kog(e(t)) + kisgn(e(t))—
0D r(t) = —ka| S8

With L = (1/2)S%(t) as a Lyapunov function candi-
date, we can conclude that a reach time 7" which the trajec-
tory moves inside the manifold S(¢) = 0 satisfies the relation
T = (1/ko(1 —~))[S(0)|* =7, where v # 1 and ko are real
positive constant. Indeed, this switching-type estimation part
in some case can be designed to meet some of the desired per-
formance intentions including the curtailment of the reaching
time and the reduction of the chattering. More detailed infor-
mation can be found in the literature [34-35], we will not go
into much detail here since this paper is mainly concerned with
the analysis of estimation of RL’s fractional derivative with the
order o between 0 and 1.

Remark 8  As is known to all, there is usually a re-
markable distance between the available methodologies and the
potential applications. In the practical application, therefore
this adaptive law (20) of our proposed estimation scheme can

be further revised as follows: k1 (t) = kq|e(t)|— k1 (t), (k1 >
0), in which ¢ is a positive constant to be selected by the de-
signer and, more detailed information can be found in the liter-
ature [36].

3.2 The case of arbitrary order

With the help of Theorem 1 or 2, the fractional es-
timator of RL’s FO derivation of a signal 7(¢) have be
obtained for FO o € (0,1). Nevertheless, fraction-
al differentiation is mostly devoted to the research of
function derivatives of arbitrary real order; that is, the
order « € RT. Thus, how to estimate and compute
RL’s FO derivation of a bounded smooth linear or non-
linear signal 7(¢) when the fractional-order @ belongs
o(l—1,1),1 = 2,3,4---. And this will be one
of the important problems to be solved in the rest of
this paper. Without loss of generality, it is assumed that
the arbitrary real order « can be rewritten as m + [3,
(m € N,0 < 8 < 1). Then, for arbitrary real order
a € RT, the RL’s a-th fractional derivation of a con-
tinuous function z(t) defined on a finite interval [0, b]
could also be expressed as

1 dmtt et z(7)
RLDa t — d é
o Dra(t) F(l—ﬁ)dtm“f t—1)p "
(=Dl ()™ = (oI z(t)) ™D =
(D () (t > 0), (24)

wherea =m+ 5, (meN,0< < 1).

In order to obtain RL’s fractional derivative estima-
tor of arbitrary real order o, whose estimation model is
written the following form:

Ou(t,w) _

8t —wqﬁl(t,w)-i-

SAL(DIr (1)

@ — 201 (1)),

2

—
o~

S~—
I

Jy r@entt w)de,
(25)

forany 8 € [0,1). where ¢;(0,w) = €9, A;;—1 =1
and A; ; is selected to meet stable condition. And we
firstly need to introduce the following two assumptions.

Assumption 3 It is assumed that 5*D/r(t),
(0 < B < 1) and its derivatives up to the [ — 1-th order
are available after estimation.

Assumption4  The RL’s a-th fractional deriva-
tion of the signal 7(¢) is an unknown fractional func-
tion that satisfies this condition: |[R:D2r(t)] =
|(BLD2r(t)) Y| < dy, for arbitrary real order 3 €
0,1),1=1,2,---,

constant.

in which dl is an unknown positive

Similar to the foregoing presentation, an adaptive
algorithm of fractional estimator is chosen as follows:
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dl{;g ) —klet)], (b >0,0=1,2,.--). 26) mae [-th derivative of a signal r(t).
Subsequently, for [-th derivative estimator of é(t) = Z A z( (t )(ZH — Iy, i+1(1)), 28)
KDPr(t) Ge. FeDyr(t) = (F-D/r(t))", in which (t) = w(t)
a =1+ 3,5 € [0,1)), we could obtain the following Trb) = wt),
corollary. or
Corollary 1 ~ Under the assumptions 3 and 4, if el(t) = Z Li(r(t )(-) x(t)),
this control law is devised as =0 (29)
-2 SC[ 7(t):x,z+1( )7 (Z_O 1 71_1)7
w(t)=kogle:(t) +ki(t)sgnle () —Zﬁ A i (t), 2 (t) = w(t).

27)
where k;(t) should be to satisfy the relation (26) and,
evolve to its nominal value d;. Then, the closed-loop
system (25) is asymptotically stable.

Proof The procedure of proof follows closely that
of Theorems 1 and 2, so the proof is not repeated
here. Here we will only point out that V({,w) =

1 -1 R
_ g2
] Ut = X Aydin)

!
could be taken as a Lyapunov function (or energy-like

function) candidate. Therefore, it follows that the the
closed-loop system (25) is asymptotically stable. This
completes the proof. O

Remark 9

er order « is generally based on fractional estimator of lower

The RL’s fractional estimator of any high-

order. For example, for the order « € (1,2), how to derive its
fractional estimation makes use of an available RL’s fractional
estimator of the order o € (0, 1) and, in which the bounded-
ness of the available RL’s fractional estimation is need for the
signal r(¢).

Remark 10  When this arbitrary real order « tends to
n —1orn,n € N, one has

RL
L0 Dir(t) =

—_ A .
== lim
a—(n—1)

. 1 n—o— o
a—>%gr—I1)+{F(n—a) dTn[fo -7 ir(r)drl} =

ar et _ (1)
Tl rdr =r Y ),
and

T2 lim §“Dfr(t) =

Jim (et = ey =

t r(")(’r)
—1 T(k)(O)tk_a j() Wd'r

li =
o [k=o Ik—a+1) Tin—a)
t T('rz+1)(7_)
- r(M o) fo )" dT] B
a—n~ F(TL—O¢+1) F(n a+1) a

(n) )+ f (n+1)(7')d7' — (" )(t).

Similar to the previous Remark 6, the fractional
derivative estimator of the arbitrary real order « can
translate into higher order derivative estimator; that is,
the following model can be obtained if we want to esti-

Obviously, under the relation (26), we can show
that the closed-loop system (28) (or (29)) is asymptot-
ically stable if the control law is chosen as wu;(t) =

1—2
kog(ei(t))+ki(t)sgn(e,(t)— > Ariziiva(t). Ithere
i=0

is important to note that all the derivative signals of 7 (¢)
up to the [ — 1-th order are available after estimation.

Numerical simulation is one of the most important
tools used to verify the rationality and feasibility of the
design program. In the following section, we will give
more detailed illustration involving examples with nu-
merical simulation.
4 Illustrative example

According to the foregoing design scheme, an il-
lustrative example is selected from two distinct func-
tions (i.e. exp(—2t) and 3sin(t + 1) + 0.5sin(4t))
to verify the effectiveness of our obtained results. We
start by using a bounded smooth function r(t) =
exp(—2t) to represent the input signal of fractional es-
timator, which is a luck because its fractional deriva-
tive could be accessed explicitly (i.e. S-Dor(t) =
t7*FE11-4(—2t), t > 0anda € R*, in which E(-)
stands for Mittag-Leffler function). This is very con-
venient for the comparison between accurate value
(AV) and estimated value (EV) of fractional deriva-
tive of the signal. When the function ¢ = &7,
numerical simulation of FO a = 0.91 without in-
volving the noise is shown in Fig. 3 under the con-
trol law (11). As can be seen from the figure, the
curve of EV can track the curve of AV well. Note
that, following the Lemma 2, Remark 1 and the pre-
vious assumption, the value of RL fractional calculus
at time ¢ = 0 can be nearly replaced by the value at
time ¢ = ty by choosing {; small enough. That is,
it is supposed that their values are closely enough to
each other in the numerical simulation. For instance,
|6 DY91exp(—2t)| < 5 is obtained from t, = 0.01
and, | D%%'exp(—2t)| < 50 is accessed from t, =

0.001. Incidentally, it follows from the Remark 7
0
that S(0) = [oI; “e(t)]i=0 + k‘ofo gle(r))dr +
0
ky jo sen(e(r))dr — oL}~ *r(t)]i=0 = 0 (i.e. T = 0).

Therefore, there is no switching-type control when the
system (9) (or (10)) is placed on the sliding mode sur-
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face. In that situation, the amplitude of vibration could
be reduced during the initial phase. Now, we will use
the Theorem 2 in the rest of simulation. For fractional
estimator of the order o € (0, 1], the simulation figures
are depicted in Figs. 4-6. Figs. 4(a)-(b) show respec-
tively that the EV of the signal can track the AV of the
signal as @« = 1 and o = 0.91, while Figs. 4(c)—(d) de-
pict adaptive gain can converge asymptotically to con-
stant as time progresses. From these simulation results,
it is clear to see that the proposed scheme can realize
tracking to the assigned function and enable the track-
ing error to have very good stable performance.

172)

z 9

)
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o -5t

2

[ ’10

1S

[} -15 L

T o 1 2 3 4 s 6 1 8

5 t/s
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Magnitude of FO derivatives

—— Estimated value of a = 0.91 for 3sin (¢+1) + 0.5sin (4%)
— — — Accurate value of o = 0.91 for 3sin (¢+1) + 0.5sin (41)

Fig. 3 Evolution of EV and AV of FO derivative without in-
volving the noise when ko, , = 12 and ko, = 30
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Fig. 4 Evolution of IO and FO derivatives, and its adaptive
gain for the single exp(—2t)

The following simulation will illustrate further to
show the superiority and effectiveness of the proposed
method in the presence of a white Gaussian noise with
standard deviation o = 0.01. Taking 3sin(t + 1) +
0.5 sin(4t) as the input signal of fractional estimator, its
AV is derived from the Ref. [37]. Fig. 5 exhibits the re-
lationship between AV and EV of the input single in the
presence of the Gaussian noise. Meanwhile, Figs. 6(c)—-
(d) show separately that the adaptive law d; (¢) with the
auxiliary term dd; (t) for the FO o = 0.91 and o = 1
can be adjusted online by employing the available date.
The corresponding Figs. 6(a)—(b) describe the varying
performance of the EV and AV of the signal.

20
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Magnitude of derivatives
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Fig. 5 Evolution of FO derivative and its error for FO a =
0.91 when the parameter ko, = 30
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when o = 1 when a = 0.91

Fig. 6 Evolution of 10 and FO derivatives, and its adaptive
gain for the single 3sin(¢ + 1) + 0.5sin(4t) when
6=28
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As for fractional-order derivative estimator of ar-
bitrary order « € R™, we simulate numerically FO
o = 1.85 and integer-order o = 2, respectively. Its
figure is shown in Fig. 7. Figs. 7(a)—(b) describe respec-
tively the varying performance of the EV and AV of the
signal with order « = 1.85 and @ = 2. As a conse-
quence, the proposed method in this paper has quite ef-
fective performance for the estimation of RL fractional
derivative of arbitrarily bounded smooth signal and, en-
sures to reduce some undesirable oscillations (the chat-
tering) in the presence of noise.

wn)

[

Z

g 30 -

520 —— Estimated value of 0. = 1.85
= 1o — -Accurate value of a. = 1.85
]

2 Oy

2 -0

‘g

&

<

=

t/s
(a) EV and AV of the signal as o = 1.85

30
20 —— Estimated value of a. = 2
10 — -Accurate value of o = 2
0
-10

Magnitude of derivatives

t/s
(b) EV and AV of the signal as 0. =2

Evolution of derivatives for FO o« = 1.85 and 10

a = 2, respectively

Fig. 7

S Conclusion

In this paper, the problem of estimation for the RL
fractional derivative of arbitrarily bounded smooth sig-
nal is presented by employing the control theoretical
framework. Due to the weak singularity of fractional
calculus, a novel proof about the diffusive representa-
tion of RL fractional integrals and derivatives is pro-
posed to design and analyse the nonlinear FO derivative
estimator. Based on the stability theory of the contin-
uous frequency distributed model of RL fractional cal-
culus, the closed-loop system of the estimated error is
asymptotically stable. It is worth noting that the pro-
posed method can not only estimate the RL fractional
derivative of the signal with unknown upper bound in
advance, but also adapt to the uncertain disturbance or
random noise environment in the system. Finally, two
functions are given to prove the validity and feasibility
of the obtained results. In the future, how to embed the
proposed FO estimator into the other control design and
scheme will be an interesting subject.
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Appendix Performance analysis of controller
In this section, we discuss mainly the performance of the
proposed controller when the signal that needs to be estimated
contains random noise and uncertain disturbance. Firstly, we
need to analyze the controller w via the method of the statisti-
cal linearisation. Suppose the noise of error e(t) from the input
signal contaminated is commonly a white Gaussian noise with
standard deviation o.. According to the mean squared error
criterion, one gets
2

_ ke)? _Ld7
(u — ke)” exp( 203) e

J=

(g
where ke is assumed as the result of a statistically linearizing
approximation of u. To minimize the value of J, by applying
the Lagrange’s method of multipliers, one has

1 (too u e
k=— ———eexp(———)de =
o2 ffoo 2T0e p( 203)

€

1tk k 2
1 _00 og(e) + 1sgn(e)eexp(_%)de:
oé [eS) V2Toe 20¢
k0F1+
211p \/7 ( q )+ zﬁ7 (A])
T 1-2 T Oe
O¢ N——
> k1
ko

where g = ¢?P, p > g and p, ¢ are odd. Following the struc-
ture diagram (i.e. Fig. Al) of the entire design scheme in this
article, the transfer function of the AB piece for the diagram is
described by

SO&
W(Ueas) - s +k2
Input 4 B C D Output
Us) > FG) >
r e x Yy
1 .
S\] )

Fig. A1 A sketch diagram of estimation of fractional deriva-
tive

Setting s = jw results in the above relation

W (e, jo) = (J=)*

=) +k
w (cos( a)+j sm(ga))
w*(cos(5 ) +jsin(fa)) +k°

That is, the magnitude in dB is given by
[W(oe, jw)lap = 20alg(w)—

201g((w?® + 2kww™ cos( a)+k )%)

Subsequently, a proper parameter k can be chosen such
that the formula |W (ce, jw)|q = 0 (or |[W (e, jw)|qB < 0)
holds as @ > wq (or w < wq), where g is a value which is
referred to as the separable frequency point between the useful
signal and the noise signal. And, further assume that

wo wo

fo S¢(w)dew > jo Se(w)dw,
—+oo o0

j Se¢(w)dw > S¢(w)dw,
wo wo

where S¢(w) and S¢(w) denote separately the spectral densi-
ties of the useful signal and the noise signal. It then is conclud-
ed that the variance of error e satisfies

= Var(eg) = E(eg) -

ag = Var(e — pe) (E(eg))2 —

E(eg) = % J+Oo W (ce, j)|2Se(w)dw =
o [ W (o, ) (Se() + Se())dm
L 1

o 2 (Sc(@) + Selem))dem ~

+oo 2
5 o fwg S¢(w)dw = o

where Se (w) represents the spectral density of error e, pe de-
notes the mathematic expectation of error e and, pe = ¢ +
pe = p¢ = e¢ in which the subscripts of character (i.e. ¢ and
£) is used to distinguish between the useful signal and the noise
signal, respectively. The formula e = o¢ implies that the pa-
rameter k is tied up with the variance of the noise; that is, the
compact correlation exists between the parameters kg and k;
of Eq. (Al) and the variance o¢. However, it is stressed here
that the parameter k1 which is selected should be as small as
possible. The principal advantage of such selection is that the
chattering phenomenon would become weaker as k; is chosen
smaller, because the parameter k; is a gain of the switching
term.
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In addition, the transfer function of the AC piece for the
Fig. Al can be written as
ks®

D(0e,s) = oy

Again, it follows from the relationship between k and oe
«
(or o¢) that the formula $(oe,s) = 157 ~ s%

ESa—Fl

choosing relatively larger kg and smaller & (i.e. 1/k should be
as small as possible) in a lower frequency of noise environment.
At the moment, it is equivalent to a fractional-order differentia-
tor s%. In turn (i.e. the higher frequency of noise environment),

when

the relation @(oe, s) ~ k can be obtained. That

T 1t ks o
is to say, the above device is close to a pass-through filter and
skips the fractional-order differential operation. Therefore the

proposed method can estimate the RL fractional derivative of
the signal in the presence of the uncertain disturbance or ran-
dom noise environment.
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