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Nonsingular terminal sliding-mode funnel control for prescribed
performance of motor servo systems with unknown input saturation

CHEN Qiang’, TANG Xiao-qing
(College of Information Engineering, Zhejiang University of Technology, Hangzhou Zhejiang 310023, China)

Abstract: A nonsingular terminal sliding-mode funnel control (NTSMFC) scheme is proposed for tracking the pre-
scribed performance of motor servo systems with unknown input saturation. Based on the mean-value theorem, the non-
smooth saturation is transformed into a smooth affine function, and then is approximated and compensated by using a
simple sigmoid neural network. Rather than constructing the complex barrier Lyapunov function or inversely transformed
function, we employed a new constraint variable to force the tracking error to fall into prescribe boundaries. Then, a nonsin-
gular terminal sliding-mode funnel control is developed for tracking the prescribed performance of the motor servo system.
With the proposed scheme, no prior knowledge is required on the bound of input saturation, and the convergence of the
position tracking error is guaranteed via the Lyapunov synthesis. Comparison simulation examples are given to illustrate

the effectiveness of the proposed method.
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1 Introduction

Over the past decades, motor servo systems have been
widely studied in motion control applications!! 3. The me-
chanical connection between servo motors and mechani-
cal devices produces non-smooth nonlinear constraints on
their outputs and/or inputs in the form of the physical stop-
page, saturation, hysteresis, and dead-zone. During op-
eration, violation of the constraints leads to performance
degradation, hazards or system damage. For the output
constraint, there are some effective methods for position,
velocity, and force constraints existing in motor servo sys-
tems. By using the logarithmic function in the Lyapunov
function design, a barrier Lyapunov function (BLF) is con-
structed, in which a symmetric or asymmetric constraint
is utilized to constrain the state variable of the control
system, so that the tracking errors can be indirectly con-
strained*°!. However, the expression of BLF is complex,
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and extra efforts are needed to ensure the continuity and
differentiability. In [7-9], a prescribed performance con-
trol (PPC) scheme is proposed, and the tracking error of a
nonlinear system is transformed into a new error by con-
structing the inverse of the transformation function. There-
fore, the prescribed tracking performance of the transient
property and the steady-state error can be guaranteed. But
PPC scheme may cause a singularity problem since the in-
verse transformation function includes a partial differential
terms.

Being a non-model-based (memory less) constraint
technique, the funnel control is proposed to guarantee the
prescribed transient behavior and asymptotic tracking of
the system!'%131 This technique bypasses the difficul-
ties of identification and estimation of traditional high-gain
adaptive control. Recently, a new error-constraint variable
is designed as a virtual control variable in the backstep-
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ping design to ensure the prescribed transient and steady-
state performance!'*!, and thus the aforementioned com-
plex transformation function is not needed any more. In
[15], a funnel dynamic surface control with prescribed per-
formance is proposed to overcome the explosion of com-
plexity problem in the backstepping technique, and the
tracking performance of closed-loop system is guaranteed.

Sliding mode control (SMC) is one of the most useful
approaches to deal with system uncertainties and bound-
ed disturbances, and has been widely applied in various
fields!'®!71. The traditional linear sliding mode control
scheme can guarantee the asymptotical convergence of
tracking errors when time goes to the infinity. Recently,
many research works have focused on the finite-time con-
vergence of tracking errors. Man and Yu''¥! proposed a
terminal sliding mode control (TSMC) scheme by intro-
ducing a nonlinear term in the SMC design and the track-
ing error can be guaranteed to converge within a finite
time. However, there are two disadvantages of TSMC, i.e.,
the singularity problem and requirement of the uncertain-
ty bound. To overcome the singularity problem, Feng, et
al."! and Yu, et al.”%! proposed nonsingular terminal slid-
ing mode control (NTSMC) methods. Besides, Chen, et
al®!l utilized a recurrent Hermite neural network (RHN-
N) to estimate the lumped uncertainty online when design-
ing the nonsingular terminal sliding surface, and hence the
lumped uncertainty bound is unnecessary.

As one of the most important non-smooth nonlinear-
ities, saturation on hardware dictates that the magnitude
of the control signal is always constrained, which often
severely limits system performance, giving rise to unde-

sirable inaccuracy or leading instability!??],

So far, many
significant results on the control design for the systems
with input saturation have been obtained?>-?’!. Howev-
er, the lower and upper limits of the saturation constraints
should be exactly known or estimated for controllers de-
sign. Recently, several research work has been investigat-
ed without using the prior knowledge of saturation bounds.
Wen et al.?8! uses a smooth non-affine function of the con-
trol input signal to approximate the non-smooth saturation
function, and a Nussbaum function is introduced to com-
pensate for the nonlinear term arising from the input satu-
ration. Based on the idea of [28], Wang et al.[*! transforms
the non-affine function of the system into an affine form,
and an adaptive control scheme is derived without requir-
ing the prior knowledge of input saturation bounds.

In this paper, we propose a nonsingular terminal slid-
ing mode funnel control to achieve a prescribed tracking
performance for motor servo systems with unknown input
saturation. A smooth and affine function is used to solve

the input saturation problem. Meanwhile, to avoid using
the complex barrier Lyapunov function or inverse trans-
formed function, a funnel constraint variable is utilized in
constructing the nonsingular terminal sliding mode scheme
to force the tracking error fall within prescribe boundaries.
No prior knowledge of the input saturation bounds is re-
quired in the proposed method, and the effectiveness is
demonstrated by simulation results.
2 Problem formulation and preliminaries
2.1 System description

The mechanical dynamics of the motor servo system
can be described as follows:

{m;’v’+f(:c,t)+d(:c,t) = kov(u), )
y = z(1),
where z = [z, 2]T € R% u(t) € R, y € R are s-

tate variables, the control input voltage to the motor and
the output from the motor, respectively; x is the position,
m is the inertia, ko is a positive control gain (the force
constant), f(x,t) is the friction force; d(x,t) represents
a bounded disturbance modeling nonlinear elastic forces
generated by coupling and protective covers, measurement
noise, power electronics disturbances and other uncertain-
ties. v(u) € R is the plant input subject to saturation non-
linearity described by

_ _J UmaxSgnu, |u‘ Z Vmaxs
v(u) = sat(u) = {% ] < Ve, 2)

where v ax 1S an unknown parameter of input saturation.
For convenience of the controller design, defining

r1 = ¥, To = &, the mechanical dynamics of the motor
servo system can be transformed into

jcl = T2,

iy = _Jflz,t) +d(z,1) 4 @U(u)’ 3)
m

Yy=2xi.

Without loss of generality, two technical assumptions
are made to pose the problem in a tractable manner.

1) The desired position trajectory 4, the time deriva-
tive yq and ¢q are both bounded and smooth signals.

2) The angular position and velocity, x; and xo, are
measurable.
2.2 Nonlinear saturation model

Clearly, the relationship between the applied control
v(t) and the control input u(t) has a sharp corner when
[t(t)] = Umax. As shown in Fig.1, the saturation is ap-
proximated by a smooth non-affine function defined as

) =

g(t) = Umax X tanh(
vnlax

eWVmax _ oWUmax

vmax X

“4)

eu/’umax + eu/vmax
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Then, v = sat(u) in (2) can be expressed in the fol-
lowing form

v = sat(u) = g(u) + di(u), (5)

where dq (u) = sat(u) — g(u) is a bounded function and
its bound can be obtained as

|dy (u)| = |sat(u) — g(u)] < Vmax(1 —tanh (1)) = D,

where D is the upper bound of |d; (u)].
According to the mean-value theorem!?”!, there exists
a constant £ with 0 < ¢ < 1,such that

g(u) = g(u()) + Gug (U - uO)v (6)
where gug = a‘gi(uw|uzug9 Ug = fu + (1 - f)UO and

ug € [0,u]. By choosing ug = 0, (6) can be rewritten in
the following affine form

9(u) = gu, u. (7)

Substituting (7) and (5) into (3), we can obtain

T1 = X2,
Tg = h(mvt) + bu7 3
Yy =,
t) +d(x,t kogu
where h(z,t) = ) +d=t) dy, b= 2Jue
m m
—sat(u) v()
-~ g(w) _
_vmax d
Vmax u(t)

Fig. 1 Saturation sat (u) and smooth function g(u)

2.3 Neural network approximation

Due to good capabilities in function approximation,
neural networks (NNs) are usually used for the approxi-
mation of nonlinear functions. The following neural net-
work with a simple structure and a fast convergence prop-
erty will be used to approximate the continuous function

hX)=W*"T¢(X) +e, 9)

where W* € R™*™2 is the ideal weight matrix, ¢(X) €
R™1*1 is the basis function of the neural network, ¢ is the
neural network approximation error satisfying |¢| < ey,
¢(X) can be chosen as the commonly used sigmoid func-
tion, which is in the following form

a

¢X) = o T4 (10)

with a, b, c and d being appropriate parameters.

Remark 1 The employed neural network with sig-
moid function represents a class of linearly parameterized ap-
proximation methods, and can be replaced by any other ap-
proximation approaches such as spline functions, RBF func-
tions or fuzzy systems. However, the structure of the employed
neural network in the this paper is simpler than the other neu-
ral networks that are commonly used in other works. There is
no hidden layer in the employed NN, in which five inputs and
one output are included and the corresponding weight matrix is
5 x 1.

3 Nonsingular terminal sliding mode funnel
control

3.1 Funnel error variable

Funnel control is a strategy that employs a time-
varying gain p(t) to control systems of class .S with a rel-
ative degree r = 1 or 2, stable zero dynamics, and known
high-frequency gains. The system S is governed by the
funnel controller with the control input

u(t) = p(Fp(t), (1), le()]]) x e(t), (11)

where e(t) = y; — yq is the tracking error, p(-) denotes the
control gain.

As shown in Fig.2, evaluate the vertical distance at the
actual time between the funnel boundary Fy(t) and the
Euclidian error norm |le(t)]| as

dy(t) = Fo(t) = [le(®)]]

Ky (0) i)
FONG, > ———
~Hy(0)

Fig. 2 Basic concept of the funnel control

The funnel boundary is given by the reciprocal of an
arbitrarily chosen bounded, continuous and positive func-

tion p(t) > 0 for all ¢ > 0 with sup ¢(t) < co. The funnel
20
is defined as

Fy(t) = {e € R™[p(t) x [le(t)][}-

To ensure that the error e(¢) evolves inside the funnel
F(t), the expression of p(-) can be chosen as

1
= F® el @
From (12) we can see that, when the gain p(t) increas-
es, the error e(t) approaches the boundary Fy, and when
the gain p(t) decreases conversely, the error e(t) becomes
small. A proper funnel boundary to prescribe the perfor-
mance is selected as

Fy(t) = o™ " + 0oo, (13)

where dp = 000 > 0, 0o = tlim inf Fy (t), and |e(0)] <
—00
Fy (0).
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According to (11) and (12), define a new funnel error
variable s (t) as

e(t)

0= B - @ a4

where the funnel boundary Fy (t) satisfies the condition
given in (13). This variable will be employed to ensure the
prescribed output performance.

The derivative of (14) is

S1 = 74 1 o — F¢¢F€ — Fd)@];‘e, (15)
(Fp — llell)?
here & 1 d
whnere = 5 an
C (Fp —lell)?
51 :F¢¢F€ + F¢¢F€ + Fd)@Fé — Fd)@Fe_
F¢¢F6—F¢¢Fé:F¢¢Fé+H1, (16)

where
H1 = F¢¢F€ + Fq)@Fé - F¢Q§Fe - F¢,@Fe - Fq;@pe

3.2 Controller design

Considering (15) and (16), the sliding mode manifold
is designed as

So = 51 + asy, (17)
where o« > 0. Differentiating so, we have
52:§1+a51. (18)
Substituting (8) and (16) into (18) yields
S59 = FoPré + Hy + sy =
Fo®r(t2 —ja) + Hi + aé1 =
Fq;,@p(h + bu — yd) + Hy +as; =
F¢q5p(/<;+bu—g'jd) +Oé$1, (19)

where the nonlinear function « is
H,

—h .
R0t Fdr

Since k is not easy to be exactly known, the model-
based controllers cannot be applied directly. Hence, we
adopt a neural network (9) to approximate the nonlinear
function x.

Assume that there exists a constant ideal weight ma-
trix W* so that the nonlinear function x can be expressed
as

k=WTH(X) +e, (20)

where the input vector X = [yl y1 i1 si s3]t € R5.

In the following, a nonsingular terminal sliding mod-
e neural funnel control approach is developed for tracking
control of the motor servo system (8). To force sy con-
verge to zero within a finite time, the nonsingular terminal
sliding mode manifold is employed as

B32|%/Psgn sy + 59 = 0, 1)

where 8 > 0, p and q are positive odd integers with p < q.
Substituting (19) into (21) and using (20), the con-
troller is designed as

u = —UQ/bQ,

Uy = —ijiq + W (X)) + psgn so+ (22)

. 1
Fodr (s, + B|82\p/qsgn sa],

where by is the lower bound of b; p and ¢ are positive odd
integers with p < g; W is the estimate of the ideal weight
W* and p is the upper bound of sum of the neural network
approximation error € and W ¢(X), where W = W — W
is the weight estimation error of the neural network.

The adaptive law of W is given by

W= Ko(X)ss, (23)

where K is a positive definite and diagonal matrix, and v
is a positive constant.
Substituting (22) into (19) yields

$9 = FpPp [WT¢(X) + & — psgn so] —

1
E|32\p/qsgn Sg. (24)

4 Stability analysis

In this section, a lemma and a theorem is provided to
show the boundedness of all signals and the stability of the
system (8) in both the reaching phase and the sliding phase,
respectively.

Lemma 1  Assume that there exists a continuous

positive definite function V (¢) satisfying the following in-
equality:

V(t) +nV(t) <0, Vt> 1o, (25)

where n > 0, 0 < v < 1 are constants. Then, for any
given ¢g, V(t) satisfies the following inequality:

VIZ(t) S VI (o) — (1 — ) (t —to), to <t <ts,

and

with ¢4 given by
VI (t)
n(l—7)

Consider the motor servo system (8)

ts < to +

Theorem 1
with unknown nonlinear saturation (2), nonsingular termi-
nal sliding manifold (21), control law (22), and weight up-
date law (23), then

1) All signals of the closed-loop system are bounded.

2) The nonsingular terminal sliding manifold ss can
converge to zero in finite time by using controllers (22), if
the design parameter 1 > e + ||[WT¢(X)][p.

3) The tracking error e will fall into proscribed bound-
aries.
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Proof 1) Choose the following Lyapunov function
candidate

1

V B 2k;IIl

1 -~ -
52+ 5WTKW, (26)

where k,, = FpPr > 0.
Differentiating (26) with respect to time and using
(24), we have

1 ~ X
8252 - WTKW =

m

so[WL(X) + & — psgn so—

V:

1 ~ R
F¢@Fﬁ\sz|p/qsgn s9)] — WIYKTW =

WT[52¢(X) — KTW] + &89 — p]sa]—

1
F¢€Z5FE\82|(p+q)/qsgn52. 27
Substituting (23) into (27) yields

: 1
V< —F¢¢FB|32\@+‘1)/‘1 <0. (28)

Inequality (27) implies that both s5 and W are bound-
ed. Meanwhile, considering (17) and the boundedness of
W*, we can conclude s1, s1, and W are bounded, and thus
from (22) and (14), we can obtain u, e and é are all bound-
ed. Furthermore, the boundedness of yq, ¥q and g can
lead to the boundedness of s, according to (17). As a
result, and 2 is bounded due to the boundedness of g, .
Therefore, all signals of the closed loop system are bound-
ed.

From (26)—(28), the stability of the system (8) with
control laws (22) and weight update law (23) has been
proved. However, it is not necessary for the terminal slid-
ing manifold s to converge to zero in finite time. There-
fore, further proof should be given to guarantee that the
terminal sliding manifold ss converge to zero in finite time.

2) From (29), we can see that the sigmoid function
¢(X) is bounded by 0 < ¢;(X) < ng, i = 1,--+ ,ny,
with ng = max{|% +d|, |ﬁ“1 + d|}. Therefore, ¢(X)
[¢(X)|| < nov/nu,

where ||-|| denotes the Euclidean norm of a vector, ¢(X ) =
[61(X) ¢2(X) -+ oy (X)]T.

From the property of Forensics norm, it can be ob-
tained that

is bounded by

WX e < [Wlello(X)]]-

Select another Lyapunov function candidate

L o

‘/1 = %52.

(29)

Differentiating (29) with respect to time and using
(24), we have

. 1
V = — Gy =
1 . 5282

so[WTH(X) + & — pusgn so—
1
F¢¢FB|52|p/qsgn $9)]. (30)

Since i1 > e + ||[WTd(X)|r, (30) can be rewritten
as

Vi < —F¢¢F%|sz\(1’+‘1)/q —
— k2Pt 2ay (0+a)/2a — G1)
— ko Ve,

Then, we can obtain

Vi + ko Ve <. (32)

According to Lemma 1, it can be concluded that the
fast terminal sliding manifold so can converge to the equi-
librium point within a finite time ¢; given by

Vl—kg (to)

= 33
ko(1 — k3) G

131

3) Once the sliding surface s, = 0 is achieved. the

states of system (8) will remain on it and the system has

the invariant properties. On the sliding surface sy = 0, we
can obtain

.él = —QS1q. (34)

Constructing the following Lyapunov candidate

1
V, = 55%’ 35)

and differentiating V5 along (34), we have
Vo = —as? <0. (36)

Then, we can conclude that the funnel error s, will
converge to the equilibrium point. Thus, from (14), the
tracking error e will fall into the prescribed boundaries.

Remark 2  Since the discontinuous switching func-
tion sgn(-) shown in (22) may result in the chattering phe-
nomenon, the following continuous A(s) is employed instead
in the simulation section:

sgn s |f
’ ¢
(37

A(s) = s
sgn s, |Z\ <1,

Kl
|s]+ ¢

where ( is a positive constant defining the thickness of the
boundary layer.

When |s| > ¢, the proof can be easily accomplished ac-
cording to the proof of Theorem 1. When |s| < ¢, following
the proof steps in [30], we can also obtain

. 1
V < —Fyp gles 70/ <0,
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and

Vi < ,F¢¢F%|52‘(p+q)/q — _fy 2P0/ 20y, (pHa)/2q

Actually, there exists a small positive constant e such that
€ < (|s| + ¢). With this modified controller, the chattering can
be eliminated and the finite-time convergence is guaranteed in
the whole tracking process.

5 Simulation results

In this section, the following three other control ap-
proaches are presented for the performance comparison
with the proposed NTSMFC scheme.

1) PID control

u = kye + ki [ edt + kaé, (38)

where k, = 20, k; = 0.05, and kq = 4.
2) Neural-network sliding mode control (SMC)3!]

Uo
U=——
by’
Uy = —4q + WTd)(X) + pusgn so + sy + ki so,

(39)

where s1 = e,bp =6, =2,k = 10,and p = 0.1.
3) Neural-network sliding mode control (NTSMC)?!!

Uy = —fjq + WT(;S(X) + psgn so+ (40)

1
as) + B \32|p/qsgn $9,

where s1 = e,a=2,8=02,k =10,p =5,q =T,
bp =6and = 0.1.

For fair comparison, all control parameters are fixed
for various reference signals. The initial states of the sys-
tem are x1(0) = 0, 2(0) = 0. The NN parameters are
K =01a=2,b=10,c = 1,d = —10. The pa-
rameters of funnel boundary (13) are chosen as d; = 100,
0so = 0.3 and ag = 3. And the control law (22), where
a=26=02k =10,p =5,q = 7, by = 6 and
@ = 0.1. The system is select as h = 0.2x5 sin x5 and
b = 6. The saturation bound vy, = 1.

In the following, three different cases are performed to
compare four different controllers.

Case 1 Sinusoidal wave. yq = 0.5sint is employed
as the reference. Simulation has been conducted, and two
comparative results are shown in Fig.3. The tracking per-
formance and tracking errors are depicted in Fig.3(a) and
Fig.3(b), respectively. As shown in Fig.3(a), when tracking
the sinusoidal wave, the NTSMFC and the NTSMC have
the comparatively lower overshoot, while the PID control
scheme has the largest overshoot. From Fig.3(b), we can
see that the NTSMFC has the smallest tracking error and

fastest convergence speed; NTSMC has the largest over-
shoot at the beginning, and the PID scheme has the largest
steady tracking error.

0.6 T T T T

0.4

0.2

0.0

,042 -

0.4

Tracking performance

—0.6

—-0.8 1 1 1 1

0.01 T T T T

0.00F F-

~0.01 | -
-0.02 1 i

-0.03 — SMC .

Tracking error / rad
3
o

-0.04 4 --- NTSMFC

-0.05 L L L L
0

t/s
(b)
Fig. 3 Tracking performance of 0.5sin¢

Case 2 Sinusoidal wave with harmonic. The track-
ing performance of the reference signal 0.5(sin ¢+sin 0.5¢)
is shown in Fig.4. Among the four schemes, the NTSM-
FC has the smallest overshoot and tracking error with the
fastest convergence speed. The SMC and NTSMC have
a large overshoot at the beginning, and PID control has
largest tracking error when time goes to the infinity. Obvi-
ously, NTSMFC has the best performance when tracking
the the reference signal 0.5(sin ¢ + sin 0.5¢).

1.0 . — .
08+ . .
8 06} 1
g o04f 1
_g 0.2 ,
-
g 007 \/
2 —a N
2 ol [ PID |
E ool —SMC |
' = NTSMC
08r \ NTSMEC |
710 1 1
0 10 15 20
t/s
(@)
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0.02 T T T
0.01 .
™~ e . %
'?3 0.00 T T T
~ -0.01 .
2
= -0.02 .
w
2 -0.03H .
_E i PID
—0.04 .
§ : — SMC
= -0.05 - NTSMC ~
*04061 NTSMFC |
,0407 1 1 1
0 5 10 15 20

t/s
(b)
Fig. 4 Tracking performance of 0.5(sin ¢ + sin 0.5¢t)

Case 3 Step signal. To further justify the transient
performance (e.g., overshoot), a step signal with amplitude
1 rad is employed. Control parameters are set the same as
those given before. As shown in Fig.5, we can see that
PID control has comparatively larger overshoot. Besides,
the proposed scheme can converge within 1 s, while PID
control costs 1.5 s; SMC and NTSMC cost more than 4 s
to achieve the same performance. Therefore, we can con-
clude that the proposed NTSMFC has the best transient
performance.

1.4 T T T T
1.2F _
o .
(]
g f——
i ——
2 08t i ' ]
E ° 1.0010F.......... g
a, : 1.0005 - 1 |
éb 06 i 1.0000 oo .. PID
=4 1 L i
g 04f] 099951 — SMC _
= ] 859.095 - NTSMC
0.2 NTSMFC -
00 / 1 1 1 1
0 2 4 6 8 10
t/s

Fig. 5 Tracking performance of step signal

In order to show the comparison performance more
convincingly, several indices are provided to evaluate the
performance of the four controllers.

t
1)IAE = fo ' le(t)|dt, which is the integrated absolute
value of the error to measure intermediate tracking result.
t
2) ITAE = fof t|e(t)|dt, which is the integral of the

time multiplied by the absolute value of the error, and used
to measure the tracking performance with time behaving
as a factor to emphasize errors occurring late.

t o
3) ISDE = jot (e(t) — eg)?dt, which is the integrated

square error and used to demonstrate the smoothness of the
profile.

The simulation results in terms of performance indices
are provided by Tables 1-3. From Tables 1-2, we can see
that when tracking sinusoidal waves, the proposed NTSM-
FC scheme has the smallest IAE, ITAE and ISDE, which

means it performs best among four controllers. From Ta-
ble 3, it can be concluded that when tracking the step sig-
nal, although PID controller has the smallest ISDE, it has
the larger ITAE and IAE than NTSMFC, while SMC and
NTSMC have relatively large IAE, ITAE and ISDE.

Therefore, all the aforementioned simulation results
clearly show that the proposed NTSMFC scheme can
achieve the best tracking performance with respect to
tracking errors and convergence speed.

Table 1 Comparison for tracking sinusoidal wave yq =

0.5sint
Controller TAE/rad ITAE/(rad-s~!) ISDE/rad®
PID 0.0287 0.1267 0.0087
SMC 0.0257 0.0653 0.0070
NTSMC 0.0295 0.0696 0.0092
NTSMFC  0.0178 0.0569 0.0036

Table 2 Comparison for tracking sinusoidal wave yq =
0.5(sint 4 sin 0.5t)

Controller IAE/rad ITAE/(rad-s~') ISDE/rad®
PID 0.0667 0.5141 0.0890
SMC 0.0485 0.2391 0.0483
NTSMC 0.0525 0.2460 0.0567
NTSMFC  0.0398 0.2230 0.0340

Table 3 Comparison for tracking step signal yq = 1

Controller IAE/rad ITAE/(rad-s~') ISDE/rad®
PID 0.4510 0.1765 2.0323
SMC 0.9999 0.9699 12.5248
NTSMC 0.9999 0.9749 12.5231
NTSMFC  0.4459 0.1261 2.7131

6 Conclusions

In this paper, a nonsingular terminal sliding mode fun-
nel control (NTSMFC) scheme is proposed to achieve a
prescribed tracking performance for motor servo system-
s with unknown input saturation. The non-smooth satura-
tion is transformed into an affine form by defining a smooth
non-affine function and using the mean-value theorem. A
new constraint variable is employed and the tracking error
will be forced to fall into prescribe boundaries. By us-
ing a simple sigmoid neural network to approximate the
unknown system nonlinearity, a nonsingular terminal slid-
ing mode funnel control is developed for the prescribed
tracking performance of the motor servo system. With the
proposed scheme, no prior knowledge is required on the
input saturation bound, and the convergence of the posi-
tion tracking error is guaranteed via the Lyapunov synthe-
sis. Our further work is to apply the proposed scheme to a
practical motor servo system.
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