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Abstract: In this paper, a neural network based model predictive controller is developed for the coordinated control of
the throttle and wastegate in a turbocharged gasoline engine airpath system. Firstly, considering the mixed description of
map and physical for engine airpath system, a data-driven nonlinear airpath model is trained using back propagation neural
network (BPNN) to predict the future dynamics of the turbocharged engine. Secondly, the prediction model is linearized
based on Taylor expansion and the feasibility of this simplification is assessed. Thirdly, in order to satisfy the engine torque
demand, a linear model predictive controller is designed to manage the throttle and wastegate so that the engine tracks the
setpoints of the intake manifold pressure and boost pressure considering the system constraints. Furthermore, simulation
results are presented to verify the effectiveness of the controller. Finally, a rapid control prototyping (RCP) experiment
based on dSPACE is further implemented to test the real-time performance.
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people’s demand for automotive power!!~

. In addition,

With the aggravation of energy crisis and the in-
creasing issue of environmental pollution, the develop-
ment of automobile industry is confronted with tremen-
dous challenges. The turbo-charge technology is one of
the promising methods to relieve this situation. This
technology utilizes the energy of exhaust gas as the
power of turbine, so as to increase the amount of air
mass flow entering cylinders. Meanwhile, by increas-
ing fuel mass flow correspondingly, the capacity of iso-
volumetric engines could be promoted, thus to satisfy
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sufficient air makes for the combustion in the cylinders,
which produces less harmful gas!?!

Nowadays, the torque-centered engine control
scheme is widely applied to improve the engine con-
trol performance. Where, the driver’s torque demand
is translated to the tracking control of airpath system.
Then, the model-based controller synthesis and analy-
sis method are used for the airpath control of the tur-
bocharged gasoline engine, where the intake manifold
pressure and boost pressure are considered as control

Supported by National Natural Science Foundation of China (61703177, 61520106008), Jilin Provincial Science and Technology Department Project
(20170520067JH) and Jilin Provincial Education Department Project (JJKH20170801KJ).



No. 8

CHEN Huan et al: Airpath prediction model and predictive control of turbocharged gasoline engine 1009

output, the throttle and wastegate are considered as con-
trol input[4‘5]. Hence, a precise control-oriented model
is essential for control design. There are two groups of
modeling method. The first group is physical modeling
method: a nonlinear physical model with maps is estab-
lished in [6-7], and a switching Takagi-Sugeno (T-S)
model is proposed in [8-9]. The second group is mod-
el identification method: a data-driven model based on
subspace identification is proposed in [10], where the
least-square method is utilized to construct predictive
equation. According to certainty equivalence principle,
the linear model and inverse model of turbo engine are
identified respectively in [11]. Based on the above mod-
els, the control scheme can be roughly classified into
three categories. The first category is single input single
output (SISO) control method which only adjusts the
wastegate to track the desired boost pressure, where the
throttle is considered as an exogenous input. A linear
model predictive control (MPC) is used in [12] to con-
trol the wastegate to track the desired boost pressure.
A composite adaptive internal model control (CAI-
MC) method based on linear identified model is pro-
posed in [11] to achieve the desired boost pressure. An
internal model control (IMC) based on quasi-LPV mod-
el is designed in [13]. The realization of this method is
simple. However, it ignores the influence of other in-
terrelated controller which adjusts throttle to track air
mass flow entering cylinders, the influence of other in-
terrelated controller may be an uncertain factor to de-
stroy the control performance. The second category is
two input single output (TISO) control method, which
considers the overall actuators (throttle and wastegate)
as control input, and considers the air mass flow enter-
ing cylinders or intake manifold pressure as control out-
put. IMC and MPC are utilized to control the throttle
and wastegate coordinately in [14] to track the desired
air mass flow entering cylinders. In order to reduce the
influence of time-delay, modeling uncertainties and the
bounded measurement noises, a switching robust H,
controller based on switching T-S model is proposed
in [8] to track desired intake manifold pressure. The
multi-objective control method is applied to track the
desired intake manifold pressure in [9]. Although this
category can meet the driver’s torque demand, the boost
pressure is not considered in the control scheme, which
will lead to the problems like cylinder knocking and
pumping loss enlarging in the overlarge boost pressure
condition. The third category is two input two output
(TITO) control method, where the throttle and waste-
gate are adjusted to achieve the desired intake manifold
pressure (or air mass flow entering cylinders) and the
desired boost pressure. A distributed control method is
proposed in [15]. This method ignores the coupling ef-
fects of the throttle and wastegate in the airpath system,
which are controlled to track intake manifold pressure
and boost pressure separately. A linear model predic-

tive controller is designed in [16] for the coordinated
control of the turbocharged engine, the authors deduce a
state equation consists of five state variables as the pre-
diction model, which contains unmeasurable state vari-
ables, and the workload of on-line computation is also
increased. MPC can deal with the coupling effects of
the throttle and wastegate effectively, and can directly
consider the constraint in the optimization process!!”).

Although MPC is suitable for turbocharged engine
control, it is difficult to build a precise physical model
because of the existence of the dynamic coupling and
maps (volumetric efficiency map, compressor isentrop-
ic efficiency map etc) in practical process!’). Recent-
ly, neural network is widely used to obtain model via
input-output data without any knowledge of system dy-
namics!!81°) The neural network is utilized for fault-
detection of engine in [20-21], for modeling the effect
of the variable valve timing (VVT) in [22], for the pre-
diction of the engine performance in [23-24].

In this paper, a neural network based predictive con-
troller is developed to deal with the coordinated control
of turbocharged engine airpath system. The main merits
are as follows:

1) A nonlinear data-based airpath model is deduced
using BP neural network method. Then, a linear predic-
tion model is obtained by Taylor expansion to predict
future dynamics. This model only has two measurable
state variables, which can reduce the workload of on-
line calculation;

2) A linear model predictive controller is developed
for turbocharged engine airpath system, the tracking
control of the intake manifold pressure and boost pres-
sure is considered in the objective function, the limita-
tion of throttle and wastegate angles is considered as in-
put constraint. Then, the optimization problem is solved
by quadratic programming;

3) The simulation results and rapid control pro-
totyping experiment are presented to verify the effec-
tiveness and real-time performance of the system under
control.

The structure of this paper is as follows. Section
II states the turbocharged gasoline engine system and
overall control scheme. A BP neural network based pre-
dictive model is trained in Section III. In Section IV, a
detail designed procedure of the linear neural network
predictive controller is proposed. The simulation results
to verify the effectiveness of the proposed controller are
shown in Section V. Section VI presents the rapid con-
trol prototyping platform experiment results. Finally,
the conclusion is drawn in Section VII.

2 Problem description

The structure of the turbocharged gasoline engine
is shown in Fig. 1. The throttle and wastegate are the
main actuators to track the intake manifold pressure and
the boost pressure. The degrees of wastegate and the
amount of exhaust gas jointly control the boost pressure
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by changing turbine rotational speed. Then, the com-
pressed air passes through an intercooler and a throttle.
Before the air goes into cylinders, the intake manifold
pressure could be changed by throttle.

P, comp? Tcompa mcomp Thrpttle
P.. Heat Y
7, —/ Compressor N\ exchanger [ \Pow Tl
Intake
manifold |
2 N .

Mechanical
1]

Exhaust
manifold
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Fig. 1 Structure of a turbocharged gasoline engine

The two actuators and two pressures are coupled to
each other and the engine system contains maps. All of
those cause the difficulties of obtaining physical model
and designing controller. Moreover, many engine re-
searches take decentralized control method to deal with
the TITO control problem, which ignore the coupling
between them. Hence, the BPNN based MPC scheme
is employed to coordinate the throttle and wastegate
in this paper. The overall control scheme is shown in
Fig.2. According to different engine speed, the desired
torque is converted into the desired intake manifold
pressure and the boost pressure by maps as shown in
Figs. 3—4. Then, the two desired pressures are tracked
by controlling the throttle and wastegate. Furthermore,
BPNN is applied to identify the turbocharged gaso-
line engine so as to get the predictive model. Due to
the heavy computational burden of nonlinear MPC, the
BPNN based linear MPC is adopted. TDL is the time-
delay line. On-line correction is used to compensate the
error of model mismatch.
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Fig. 2 The control scheme of engine air path system
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Fig. 4 Torque demand converted into boost pressure map

To obtain the input-output relationships of BP-
NN, we need to get enough reliable training samples.
Therefore, a high-precision turbocharged gasoline en-
gine model of the commercial software LMS Imag-
ine. Lab AMESim Rev 13 (AMESim) is taken as the
plant.

3 BPNN predictive model

Neural network is a mathematical model of im-
itating human brain structure and behavior. In the
past few decades, a wide variety of neural networks
are poured into research, such as BPNN, radial basis
function (RBF) neural network, hopfield neural net-
work and so on. Among all of them, hopfield neural
network is a kind of feedback neural network which
is usually adopted to mathematical optimization. BP-
NN and RBF neural network are most widely used
in system identification. RBF neural network is a
kind of local approximation network which is ade-
quate for on-line learning. BPNN is a global network
which could work better for the off-line identification
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of complex system. Since the airpath system is a two
input two output nonlinear system and the computa-
tional burden of MPC is heavy, the on-line identifi-
cation method can’t satisfy the demand of real-time
performance. Hence, the method of off-line identi-
fication is adopted in this paper. BPNN consists of
an input layer, one or more hidden layers and an out-
put layer. There are full of interconnections among
the neurons in different layers and no connection a-
mong neurons in the same layer. In the process of
identification, as long as it has a sufficient number of
hidden layers and hidden neurons, in principle it can
approximate any nonlinear system with the given ac-
curacy!?!,

In practical application, there is no good way to
select the number of hidden layers and hidden layer
neurons!?%!. BPNN predictive model will be lineari-
zed in next section to guarantee the real-time perfor-
mance. Hence, the number of hidden layers and hid-
den layer neurons have no influence on the real-time
of controller. Therefore, according to the characteris-
tics of turbocharged gasoline engine and experiments,
we design a four-layer neural network whose neurons
have no threshold as shown in Fig. 5. In this paper, in-
put layer and output layer take purlin function as the
activation function, and hidden layers use the sigmoid
function.

P (k+1)

comp

) )/, (k)

X; (k) X j/(k) xl\(k) X, |:(k)
First hidden
layer  hidden layer

Second

Input layer Output layer

Fig. 5 The structure of BP neural network

The number of input layer neurons is the same as
the amount of system input, and the output of the in-
put layer is

= . (1)

The input and output of the first hidden layer are

I
Ty = Z w1 (],Z)SE;, (23)
i=1
1
/
Tj= ma (2b)

where [ is the number of input layer neurons, and w;
represents the weights between input layer and the

first hidden layer.
The input and output of the second hidden layer
neurons can be represented as

J
Th = Z wg(h,j)x;-, (3&)
i=1
, 1
- 3b
xh 1 + e_xh ) ( )

where J is the number of the first hidden layer neu-
rons, and wy stands for the weights between hidden
layers.

The input and output of the output layer can be
represented as:

H

zo = Y ws(o, h)xy, (4a)
h=1

T =z, (4b)

where H is the number of the second hidden layer
neurons, and ws is the weights between the second
hidden layer and output layer.

In terms of general system, the system output is
related to its input, disturbance and the pass values
of output. As in the research of turbocharged en-
gine air path control, the intake manifold pressure
Py, and boost pressure Peopp, are connected with the
throttle wuyy,, the wastegate uy,, and the engine speed
Neg, where, ug, and uye are the input variables of
turbocharged engine air path system, and N, is the
state variable. Since Nz is a slow state variable
which is measured, we take it as a disturbance. There-
fore, the selected input variables and their orders of
BPNN model are shown in Fig.6, where m and n
stand for the orders of engine model input and out-
put variables respectively. ﬁm(k) and f’comp(k:) are
predicted values of the intake manifold pressure and
boost pressure at sampling time k, which are predict-
ed by BPNN model.

In BPNN implementation procedure, the training
samples play an important role. To get a good identi-
fication result, we should choose a set of training sam-
ples which reflect the system dynamics. Therefore,
the throttle degree uyy,, the wastegate degree ., and
the engine speed N, are taken as the input to stimu-
late the engine plant, where the intake manifold pres-
sure P, and boost pressure Peomp are output. A
group of input data which covers nearly entire work-
ing condition is shown in Fig. 7. Under the ideal air-
fuel ratio, the input data acts on the AMESim tur-
bocharged gasoline engine model to get the output
data. The output curves are shown in Fig. 8.
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Fig. 6 The input-output of BPNN
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Fig. 8 Output data for stimulation

We train BPNN model by BPNN toolbox of MAT-
LAB. All of the input-output data of the BPNN model
are normalized to avoid the singular points which are
caused by the large gap orders of magnitude among
inputs.

According to the structure of BPNN model and
the trained weights, we can describe the BPNN sys-
tem:

H
gj(k‘) = hg w3([17 2]a h) ’

1
of i wall )l 3 n () Nogl0 = ) +

2m

> wi(d, Dugn(k+m —i) +
i=m-+1

3m

> wi(d, i) uwg(k +2m — i) +
i=2m+1

3Im+n
> wi(f, i) Pm(k +3m — i) +
1=3m+1

I

Z wl(j: Z.)Pcomp(k +3m+n— 7’)]}7
i=3m+n
(%)

where
o[ Pul(k) 1
y(k) = [Pcomp(k)]’ g(x) = Trew ©

4 Model predictive control for turbo engine

In the theory of MPC, engine model is utilized to
predict its future evolution. However, it is not easy
to obtain a precise mechanism model due to the com-
plexity of the system. Therefore, neural network iden-
tification is used to obtain the predictive model via
input-output data in this paper. BPNN based MPC in-
tegrates model predictive control with BP neural net-
work identification method. On the basis of above
research about BPNN model, a linear MPC will be
designed in next work.

Almost all systems are nonlinear. Thanks to the
sigmoid function, the BPNN model we trained is a
nonlinear model too. Due to the complex optimiza-
tion of nonlinear MPC, the real-time performance of
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it can not be guaranteed. Hence, a linear MPC is de-
duced by Taylor expansion, where a bit control preci-
sion must be sacrificed.

4.1 Predictive equation
4.1.1 The linearisation of BPNN model

This BPNN model can be directly used in nonlin-

ear MPC. In order to reduce the heavy computational
burden, Taylor expansion is utilized to linearize the
BPNN model. Set s3p,(k) and sg;(k):

p

32]'(]{7) = Zwl (]a i)Neg(k - i)+
=1
2m
> wi(g, usn(k +m — i)+
1=m-+1
3m
> wi(g, i) uwg(k+2m — i)+
i=2m+1
3m+n
> wi(f,4) P (k +3m — i)+
1=3m+1
I

Z wl(j7i)Pc0n1p(k+3m+7’L—i),

i(:]3m+n
s3p(k) = ;wg(h,j)g[sgj(k)}.

(7

Expand the predictive equation on centers Ssp,

(h=1,--- ,H)and s9; (j=1,---,J), respectively,

to get an expanded equation:
g(k) =
H J
=1 j=
(®)
where
M; = wa(h, j)g'(s3n)g' (s27),
o J
hEl ws([1,2], h){ 21 wa(h, j)g' (s3n)[g(s25)—
= j=
9'(s25)s25] + g(s3n) — g'(s3n)s3n}-
©))

The term 0(k) in Eq.(8) is the nonlinear part, and

could be ignored in linear predictive equation. Since
discrete difference equation simplifies the whole for-
mula derivation procedure, it is necessary to vary the
Eq.(8) to a discrete difference equation:

g(k) =

ary(k—1)+ -+ apy(k —n) +

biNeg(k — 1) + by Neg(k —m) +-- - +

bm+1ut}1(k — 1) + -+ bgmuth(k‘ — m) +

bomt1Uwg(k — 1) + -+ + bauwe(k —m) + N,
(10)
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Since the incremental form can improve the accu-
racy of model effectively, we can get the incremental

expression:
R n+1 ) m+1 ]
G(k)= > Ariy(k —i)+ > B1iANeg(k — i)+
i=1 i=1
m—+1 ] m+1 )
Z Cl’iAuth(k—Z)-i- Z DLiAqu(k—Z),
i=1 i=1
(12)
where
10
A = [0 1] + ay,
Ari=ai—ai—1, i =2, ,n,
Al,n+1 = —0an,
Bl,i:bia 7‘:17 , 1,
Cl,i - bi-‘r’n’w 1= 17” -,m,
Dl,i - bi+2m 7i = 17 , 1,
-1
A= Ay + Y0 A A,
=1
i=1,2,---n, (13)

!
Bii=Biiyi-1+ Y Arj-1Bi-ji14
j=2

i=2,-,m+1,

!
Cri=Curivi-1+ > A1j—1C1—j114,
i

J:
i=2,- m4+1,

l
Dyj = Dijp—1+ > Arj1Di—ji4,
Jj=2

1=2,--- ,m+ 1.
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In general, the expanded centers are set to con-
stant, so all the parameters of predictive equation are
known in advance. Compare with physical modeling
method, BPNN model is more suitable for controller
designed by reason of its clear structure.

4.1.2 Model validation

The parameters of BPNN model are shown in fol-
lows: all of the input and output orders are m = n =
3. The number of input layer neurons is I = 15.
The number of hidden layers neurons are J = 10,
H = 30. In order to evaluate the linear BPNN mod-
el, a linear comparison model which is identified by
identification toolbox is presented?”!. The two mod-
els are given under the same condition, and the curves
of intake manifold pressure error and boost pressure

n+1 m

Z Al+1,iy(k — Z)+ Z Bl+17i+1ANeg(k — l) +
i=1 =1

Cry1iv1Aupn (k=) + Y- Diy1iv1Quwg(k—1).
i=1 =1
(15)

Since the engine speed is treated as the system
disturbance rather than a control variable, the future
values of it have not to be calculated by controller.
Hence, the values of N, at sampling time k, k + 1,
.-+, k 4+ p — 1 are chosen as the same as the value
of sampling time & — 1. In addition, it is necessary
to regulate the modeling error via Ey. Thereby, the
predictive equation can be shown as

}A/:f/p—i-GU—i—GgUs-l-Eh (16)

error are showed in Fig. 9. where
We can see from Fig.9: the output errors of lin- (V = [9(k+1) 9(k + p)]T7
ear BPNN model are slightly smaller than the com- p (k)
parison model. In linear BPNN model, the average g(k) = P o |
absolute errors of intake manifold pressure and boost comp
pressure are 0.0027 and 0.0008 respectively, and in Y, =[gp(k+1) - gp(k+p)]t,
the comparison model, the average absolute errors of U=[Au(k) - Aulk+p— 1)]T’
both pressures are 0.0040 and 0.0018. A (k)
Uth
A =

e T T T T U(k) [Auwg(k)] ’

g . 0.015 - — BPNN model . ! 4 T
o= -'"'Comparp‘son model ; ! " Us = [ANeg(k -1) : ANeg(k' -1,

&2 0010 ¥ oo won . R )

=g ! A By = [y(k) = (k) - y(k) —5(k)),
2= 0005 ]
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Fig. 9 The error of output data for validation

4.1.3 Predictive equation
We can get the predictive equation at step {:

-1
gk +1) =gp(k + 1)+ > Brint ANeg(k + 1)+

=0

-1

Cri1 Augn(k +17) +

1=0

-1

S Dy 1 At (k + ), (14)

1=0

where
Up(k+1) =

\

A7)
4.2 Model horizon optimization

In order to meet the desired torque, the tracking
of intake manifold pressure and boost pressure, and
the constraint of actuators should be taken into con-
sideration. Therefore, the objective function is

J = minimize (VeI (Yo -Y)+UT U],

(18)
where
Yo =[P Poowp -+ P Plompl
Iy = diag{Iy1,Iy2, s Iy2xp}s (19)
I'y = diag{lu1, Lu2, -, Lu2xpts
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the constraints of throttle w;, and wastegate g are

0 < ugn <100, 0 < uywg < 100. (20)
The terms of P and ¢, are the desired intake

pressure and boost pressure. p stands for the predic-
tive horizon. When it is increasing, the performance
of the control system improves, but the calculational
burden increases sharply at the same time. I, and I,
are weighting matrixes, which can adjust the control
performance.

In this paper, the linear MPC is reduced to a
quadratic programming (QP) problem, which is easy
to be solved via QP function of MATLAB. The con-
trol sequence can be obtained by solving the related
objective function, but only the previous element are
applied to engine system.

Taken the linear predictive equation (16) into ac-
count, the objective function is transformed as

1
J = minimize [§UTHU + ffu], @
where
H=2x(G'I,G+T,),
ff=—2x (Y, - Y, - GsUs — E1)"T,G,

(22)
the constraints of throttle wy;, and wastegate .y, are
0 < ugp <100, 0 < uye < 100. (23)

5 Simulation results

The performance of the control system is test-
ed in the environment of joint-simulation of MAT-
LAB/Simulink and AMESim. The predictive horizon
of linear MPC is p = 4. The weighting matrixes are
I'y = diag{90, 6,90, 6,90,6,90,6}, I, = diag{10,
0.04,10,0.04, 10,0.04, 10, 0.04}, respectively.

5.1 Fixed engine speed condition

Normally, the engine speed is required to be
fixed, so we give the system a fixed engine speed at
first. The engine speed is set to be 3500 r/min. The
tracking curves of torque and pressures are shown in
Figs.10—11 respectively. The evolution of control in-
put is shown in Fig. 12.
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5.2 Unfixed engine speed condition

In the actual operation of engine, it is necessary to
accelerate and decelerate sometimes. Therefore, we
verify the condition of unfixed engine speed in this
section. The engine speed is shown in Fig. 13. The
tracking curves of torque and pressures are shown in
Figs. 14—15 respectively. The evolution of control in-
put is shown in Fig. 16.
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We can see from the figures: no matter in fixed
or unfixed speed conditions, proposed scheme works
well. Since the linear controller unmodeled nonlin-
ear dynamics of engine, the sharp change of desired
pressures makes the tracking performance worse.

5.3 Controllers comparison

The proposed control scheme has been vali-
dated in both fixed engine speed condition and un-
fixed engine speed condition. In this section, the
controller is compared with a double PID controller
and a nonliear BPNN based MPC controller. This

comparison is implemented on an Intel(R) Core(TM)
17-4790 CPU (3.60 GHz). The contrast curves of
three controllers are shown in Fig.17 and Fig. 18,
and the computational time of them is recorded in
Table 1. For the double PID controller, both the
overshot and steady-state errors of the boost pres-
sure are obvious and can’t be eliminated. The
overshot of boost pressure may be brought into by
the large inertia of turbine. For nonlinear BPNN

based MPC, in either the pressure tracking or
torque tracking, its performance is the best. How-
ever, Table 1 reveals that the nonlinear M-
PC spends more optimization time by a factor
of 0.696

0.045
based MPC, the tracking performance of it is slightly

worse than nonlinear MPC, but the optimization time
of it is reduced.

~ 15.467 for linear MPC. For linear BPNN
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Fig. 18 The curves of pressures

Table 1 The comparison of computational time

Case
MPC
First  Second Third Average
LMPC 0.045s 0.045s 0.045s 0.045s
NMPC 0.710s 0.682s 0.695s 0.696s

6 Evaluation by RCP simulation

In this section, the linear MPC is evaluated by
rapid control prototyping (RCP) platform based on
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dSPACE. The implementation procedure is shown
in Fig.19. Firstly, a turbocharged gasoline engine
model of AMESim is utilized as the plant, and it
is downloaded to DS2211 through the combination
of AMESim and Simulink. Then, the linear BPNN
based MPC is established by embedded MAT-
LAB function of Simulink, which is downloaded to
DS1104. As QP function of MATLAB is an addition
toolbox, which isn’t suitable for dASPACE, dual algo-
rithm is applied to solve the QP problem. Finally,
the communication between DS2211 and DS1104 is
achieved by their build-in AD/DA module. In order
to observe the results of RCP experiment, the Con-
trolDesk software is chosen to display the graphs and
collect data.

Turbocharged Linear MPC
gasoline engine controller
AMESim model
Download Download

: N e ,
Commurincation ::L::l_h'.. ELE)

! ; -

DS1104
Fig. 19 The RCP implement procedure

The RCP experiment is carried out in unfixed en-
gine speed condition. The engine speed is shown in
Fig. 20. The tracking curves of torque and pressures
are shown in Figs. 21 —22 respectively. The evolution
of control input is shown in Fig. 23.
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As shown in figures, the actual output of the plant
can track the desired values well. It is known that:
BPNN based linear MPC can not only achieve better
performance but also ensure real-time computation.

7 Conclusions

In this paper, a BPNN based model predictive
controller is proposed for the coordinated control of
throttle and wastegate in turbocharged gasoline en-
gine airpath system. Firstly, a BPNN predictive mod-
el is obtained to predict the future dynamics of intake
manifold pressure and boost pressure. Secondly, the
predictive model is linearized by Taylor expansion.
Thirdly, a linear MPC is designed to track the desired
pressures so as to meet the purpose of torque tracking.
Finally, the off-line simulation results and the rapid
control prototyping experiment demonstrate that the
proposed control scheme can achieve the control re-
quirements.



1018

Control Theory & Applications Vol. 34

References:

(1]

[2]

[3]

[4]

[5]

(6]

(71

(8l

[91

[10]

(11]

[12]

[13]

(14]

[15]

[16]

WANG Y N, SHEN Y P, MENG B M, et al. Electronic control for
gasoline automotive engine: state of the art and perspective [J]. Jour-
nal of Control Theory and Applications, 2015, 32(4): 432 —447.
KASSERIS E P, HEYWOOD J B. Comparative analysis of automo-
tive powertrain choices for the next 25 years [J]. SAE Technical Paper,
2007, 116: 626 — 648.

HADEF J E, COLIN G, CHAMAILLARDY, et al. Turbocharged SI
engine models for control [C] //Proceedings of the 11th International
Symposium on Advanced Vehicle Control. Seoul, Korea: AVEC’12,
2012.

KALABIC U, KOLMANOVSKY I, BUCKLAND J. Reference and
extended command governors for control of turbocharged gasoline
engines based on linear models [C] //IEEE International Conference
on Control Applications. Denver, USA: IEEE, 2011: 319 — 325.
KAINIK A Y, BUCKLAND J H, FREUDENBERG J S. Electronic
throttle and wastegate control for turbocharged gasoline engines [C]
/[Proceedings of the 2005 American Control Conference. Portland,
USA: IEEE, 2005: 4434 — 4439.

MOULIN P, CHAUVIN J, YOUSSEF B. Modelling and control of
the air system of a turbocharged gasoline engine [J]. IFAC Proceed-
ings Volumes, 2008, 41(2): 8487 — 8494.

MOULIN P, CHAUVIN J. Modeling and control of the air system
of a turbocharged gasoline engine [J]. Control Engineering Practice,
2011, 19(3): 287 —297.

NGUYEN T A, LAUBER J, DAMBRINE M. Robust H,, control
design for switching uncertain system: Application for turbocharged
gasoline air system control [C] /IEEE Conference on Decision and
Control. Maui, USA: IEEE, 2012: 4265 — 4270.

NGUYEN A T, LAUBER J. Multi-objective control design for tur-
bocharged spark ignited air system: a switching Takagi-Sugeno mod-
el approach [C] /2013 American Control Conference. Washington,
USA: IEEE, 2013: 2866 — 2871.

ZHOU X. Data-driven based turbocharged gasoline engine air path
predictive control [D]. Jilin: University of Jilin, 2016.

QIU Z, JANKOVIC M, SANTILLO M. Composite adaptive internal
model control and its application to boost pressure control of a tur-
bocharged gasoline engine [J]. IEEE Transactions on Control Systems
Technology, 2015, 23(6): 2306 — 2315.

COLIN G, CHAMAILLARD Y, BLOCH G, et al. Exact and lin-
earized neural predictive control: a turbocharged si engine example
[J1. Journal of Dynamic Systems, Measurement, and Control, 2007,
129(4): 527 — 533.

QIU Z, SUN J, JANKOVIC M. Nonlinear internal model controller
design for wastegate control of a turbocharged gasoline engine [J].
Control Engineering Practice, 2016, 46: 105 — 114.

COLIN G, CHAMAILLARD Y, BLOCH G, et al. Neural control of
fast nonlinear systems-application to a turbocharged SI engine With
VCT [J]. IEEE Transactions on Neural Networks, 2007, 18(4): 1101
—1114.

KARNIK A Y, BUCKLAND J H, FREUDENBERG J S. Electronic
throttle and wastegate control for turbocharged gasoline engines [C]
/IAmerican Control Conference. Portland, USA: IEEE, 2005: 4434 —
4439.

SANTILLO M, KARNIK A. Model predictive controller design for
throttle and wastegate control of a turbocharged engine [C] //Amer-
ican Control Conference. Washington, USA: IEEE, 2013: 2183 —
2188.

[17] DEFENG H, LEI W, JIN S. On stability of multiobjective NMPC
with objective prioritization [J]. Automatica, 2015, 57(2015): 189 —
198.

[18] KALOGIROU S A. Artificial neural networks in renewable energy
systems applications: a review [J]. Renewable and Sustainable Ener-
gy Reviews, 2001, 5(4): 373 —401.

[19] BOUVENOT J B, ANDLAUER B. Gas stirling engine (CHP boil-
er experimental data driven model for building energy simulation [J].
Energy and Buildings, 2014, 84: 117 — 131.

[20] TAYARANI-BATHAIE S S, VANINI Z N S, KHORASANI K. Dy-
namic neural network-based fault diagnosis of gas turbine engines [J].
Neurocomputing, 2014, 125(3): 153 — 165.

[21] AMOZEGAR M, KHORASANI K. An ensemble of dynamic neu-
ral network identifiers for fault detection and isolation of gas turbine
engines [J]. Neural Networks, 2016, 76(2016): 106 — 121.

[22] TAHBOUB K K, BARGHASH M, ARAFEH M, et al. An ANN-GA
framework for optimal engine modeling [J]. Mathematical Problems
in Engineering, 2016, (2016): 1 -8.

[23] SHIVAKUMAR, PAI P S, RAO B R S. Artificial neural network
based prediction of performance and emission characteristics of a
variable compression ratio CI engine using WCO as a biodiesel at
different injection timings [J]. Applied Energy, 2011, 88(7): 2344 —
2354.

[24] CAY Y. Prediction of a gasoline engine performance with artificial
neural network [J]. Fuel, 2013, 111(3): 324 — 331.

[25] GERARD B, DENOEUX T. The adaptive control using BP neural
networks for a nonlinear servo-motor [J]. Journal of Control Theory
and Applications, 2008, 6(3): 273 — 276.

[26] MO L. Study on surface settlement prediction technique based on BP
neural network [C] //The 6th International Conference on Intelligent
Systems Design and Engineering Applications (ISDEA). Guiyang:
IEEE, 2015: 760 — 762.

[27] ZHAO D, LIU C, STOBART R, et al. An explicit model predictive
control framework for turbocharged diesel engines [J]. IEEE Trans-
actions on Industrial Electronics, 2014, 61(7): 3540 — 3552.

& R A

B XK (1991-), &, WwHeeE, BTy RSEE S
24, E-mail: 13194395391@163.com;

W= (1983-), 55, mIEER, HETHTF T 18 8 RS HLEEL S 1%
il ARZ MR IR R A RGBT BRI, E-mail: huyf@jlu.
edu.cn;

TR (1974-), 53, mIZER, BTy in i wu il & 2
EVRZEREH P AN A, E-mail: yushuyou@ 126.com;

IMEZ  (1974-), 55, =g LR, B ETHFICTT MO9IRZE R BN
FEHIRSET, E-mail: sunpengyuan@126.com;

Bk T (1963-), %, #d%, HATHEFL T A SR ) &
Bt ARge i LU AR R s R4 iR, E-mail: chenh@

jlu.edu.cn.



