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Abstract: Based on the backstepping approach, an adaptive state-feedback backstepping controller is designed for
stochastic nonholonomic systems with uncertain nonlinear terms and uncertain nonlinear coefficients. A switching control
strategy for the original system is developed which can guarantee that the closed-loop system is almost asymptotically stable
at the zero equilibrium in probability. A simulation example is provided to illustrate the effectiveness of the controller.
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1 Introduction
Let us consider stochastic nonholonomic chained

systems described by
dx0 = d0(t)u0dt, (1a)





dxi = di(t)u0xi+1dt + fi(x0, x̄i, θ)dt+
gT

i (x0, x̄i)Σ(t)dω,
i = 1, · · · , n− 1,

dxn = dn(t)udt + fn(x0, x, θ)dt+
gT

n (x0, x)Σ(t)dω,

(1b)

where u0 and u are control inputs, x0 ∈ R and x =
(x1, · · · , xn)T ∈ Rn are system states, x̄i = (x1, · · · ,
xi)T, x̄n = x, θ ∈ Rm is an unknown constant vec-
tor, fi(x0, x̄i, θ) : Ri+1 × Rm → R(1 6 i 6 n) are
smooth functions, which can be also named uncertain
parameter based nonlinear drifts, with fi(0, 0, θ) = 0,
gi(x0, x̄i) : Ri+1 → Rr(1 6 i 6 n) are smooth
functions with gi(0, 0) = 0, di(t) : R+ → R(0 6
i 6 n) are unknown uncertain time-varying control co-

efficients with known sign, Σ(t) : R+ → Rr×r is a
bounded Borel measurable function which is nonnega-
tive definite for each t, time-varying coefficient, also,
and ω ∈ Rr is an r-dimensional independent standard
Wiener process defined on a complete probability space
(Ω,F , P ) with Ω being a sample space, F being a fil-
tration, and P being a probability measure.

During the past decades, many results have been
reported on the stabilization problem of nonholonomic
control systems. In the existing literature, three meth-
ods are adopted for stabilization of nonholonomic sys-
tems. The first is discontinuous time-invariant stabiliza-
tion[1]. The second is smooth time-varying stabiliza-
tion[2–3]. The third is hybrid stabilization[4]. It is known
that a nonholonomic system could be transformed into
a chained form system by using state and input trasfor-
mations in [5]. There has been increasing attention de-
voted to the stability problem of the chained form sys-
tems[6–10].
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It’s well known that stochastic signals are very
prevalent in practical engineering and much progress
has been made in stabilization of stochastic differential
equations (SDE). Especially, when backstepping de-
signs were firstly introduced, stochastic nonlinear con-
trol had experienced a breakthrough[11–12]. Based on
quartic Lyapunov functions, the asymptotical stabiliza-
tion control in the large of the open-loop system was
discussed in [13]. Further research was developed by
the recent work[14–16].

The almost global adaptive asymptotical controllers
of stochastic nonholonomic systems with unknown
time-varying coefficients before dω were discussed by
using discontinuous control, but the systems didn’t con-
tain nonlinear drifts and unknown time-varying coeffi-
cients before dt[17]. When the subsystem (1a) is given
by the system of ordinary differential equations, the
problem of state-feedback stabilization control for a
class of high order stochastic nonholonomic systems
with nonlinear drifts and uncertain time-varying coef-
ficients was studied by the backstepping approach, but
nonlinear drifts in the systems didn’t contain uncer-
tain parameters[18]. So, there exists a problem which
is how to design an adaptive state-feedback stabilizing
controller for stochastic nonholonomic systems with
unknown parameters based nonlinear drifts and uncer-
tain time-varying coefficients simultaneously. The main
idea of this paper is highlighted as follows:

i) A stabilization controller is designed for stochas-
tic nonholonomic systems with uncertain parameters
based nonlinear drifts and uncertain time-varying co-
efficients simultaneously by adaptive state-feedback
backstepping technique.

ii) A switching control strategy for the original sys-
tem is presented. It guarantees the closed-loop system is
almost asymptotically stabilized at the zero equilibrium
point in probability. The states are globally asymptoti-
cally stabilized to zero in probability.

The paper is organized as follows: Section 2 begins
with the mathematical preliminaries. In Section 3, the
adaptive state-feedback backstepping controller is de-
signed. In Section 4, a switching control strategy for
the original system is discussed. Finally, a simulation
example is given to show the effectiveness of the con-
troller in Section 5.

2 Preliminaries
The following notations will be used throughout the

paper. R+ denotes the set of all nonnegative real num-
bers, Rn denotes the real n-dimensional space. For a
given vector or matrix X , XT denotes its transpose,
tr{X} denotes its trace, when X is square, |X| denotes
the Euclidean norm, |X|∞ = sup

t∈R+

|X|.
Consider the following stochastic nonlinear system

dx = f(x)dt + gT(x)dω, x(0) = x0 ∈ Rn, (2)

where x ∈ Rn is the state, the Borel measurable func-
tions f : Rn → Rn and g : Rn → Rn×r are locally
Lipschitz in x, and ω ∈ Rr is an r-dimensional inde-
pendent standard Wiener process defined on the com-
plete probability space (Ω,F , P ). The following defi-
nitions and lemmas will be used in the paper.

Definition 1[11] For any given V (x) ∈ C2, asso-
ciated with stochastic system (2), the differential opera-
tor L is defined as follows:

LV (x) =
∂V

∂x
f(x) +

1
2
tr{g(x)

∂2V

∂x2
gT(x)}. (3)

Definition 2 [13] The equilibrium x = 0 of Eq.(2)
is
·globally stable in probability if for ∀ε > 0, there

exists a class K function γ(·) such that

P{|x(t)|<γ(|x0|)}>1− ε, ∀t>0, x0∈Rn \ {0}.
·globally asymptotically stable in probability if it

is globally stable in probability and

P{ lim
t→∞

|x(t)| = 0} = 1, ∀x0 ∈ Rn.

Lemma 1 [13] Considering the stochastic system
(2), if there exists a C2 function V (x), class K∞ func-
tions α1(·) and α2(·), constants c1 > 0, c2 > 0, and a
nonnegative function W (x) such that

{
α1(|x|) 6 V (x) 6 α2(|x|),
LV (x) 6−c1W (x) + c2,

(4)

then
i) for Eq.(2), there exists an almost surely unique

solution on [0,∞) for each x0 ∈ Rn;
ii) when c2 = 0, f(0) = 0, g(0) = 0 and W (x)

is continuous, then the equilibrium x = 0 is globally
stable in probability and P{ lim

t→∞
W (x(t)) = 0} = 1

for ∀x0 ∈ Rn.

Lemma 2 [19] Let x and y be real variables. Then,
for any positive integers m, n and any real number
ε > 0, the following inequality holds:

|x|m|y|n 6 m

m + n
ε|x|m+n +

n

m + n
ε−

m
n |y|m+n.

(5)

Lemma 3 [20] For any vector-valued continuous
function f(x, y), where x ∈ Rm, y ∈ Rn, there are
smooth scalar functions a(x) > 1 and b(x) > 1 such
that

|f(x, y)|6 a(x)b(y). (6)

3 State feedback control
For system (1), the following assumptions and re-

marks are needed.

Assumption 1 For smooth functions fi(·) and
gi(·), i = 1, · · · , n, there exist known non-negative
smooth functions γ̄i : Ri+1 × Rm → R+ and ξ̄i :
Ri+1 → R+ such that for any x0, x̄i and θ:



No. 11 ZHANG Dong-kai et al: Adaptive state-feedback stabilization for stochastic nonholonomic chained systems 1481

|fi(x0, x̄i, θ)| 6 (|x1|+ · · ·+ |xi|)γ̄i(x0, x̄i, θ),
|gi(x0, x̄i)| 6 (|x1|+ · · ·+ |xi|)ξ̄i(x0, x̄i).
Remark 1 There exist positive smooth functions

ci(θ) and γi(x0, x̄i), i = 1, · · · , n, such that
|fi(x0, x̄i, θ)|6 (|x1|+ · · ·+ |xi|)γi(x0, x̄i)ci(θ).

Assumption 2 For any t > 0, there exist known
positive constants λ and µ such that

λ 6 di(t) 6 µ, i = 0, 1, · · · , n.

Remark 2 Assumption 1 is similar to the Assumption
1 in [15], (H1) and (H2) in [20]. The Assumption 2 is same to
the Assumption 3 in [18].

In the following two subsections, we will consider
system (1) under the condition of x0(t0) 6= 0 and the
case of x0(t0)=0 will be discussed in the Section 4.
3.1 The first state stabilization

Let us consider the subsystem (1a). The control u0

is designed to guarantee that x0 converges to zero but
never crosses zero. So one can take u0 as follows:

u0 =−η0x0, (7)

where η0 is a positive gain. We employ a Lyapunov
function of the form

V0(x0) =
1
4
x4

0.

Obviously, for any nonzero initial condition (t0, x0(t0))
with t0 > 0, solution of the subsystem (1a) is asymp-
totically stable and will not reach zero.

In subsection 3.2, other states will be regulated to
the origin in probability by the design of the control in-
put u.
3.2 Other states stabilization

Let us consider the subsystem (1b). In order to
design a smooth adaptive state-feedback controller, the
following state-input scaling discontinuous transforma-
tion defined by Eq.(8) is needed:

zi =
xi

un−i
0

, 1 6 i 6 n, (8)

under the new z-coordinate (8), the subsystem (1b) is
transformed into



dzi =di(t)zi+1dt+(
fi

un−i
0

+η0(n− i)d0(t)zi)dt+

gT
i

un−i
0

Σ(t)dω, i = 1, · · · , n− 1,

dzn = dn(t)udt + fndt + gT
n Σ(t)dω.

(9)

Remark 3 For the initial state x0(t0) 6= 0, from the
subsection 3.1, one can obtain that the transformation (8) is
meaningful.

Remark 4 From the subsection 3.1 and the state-
input scaling discontinuous transformation (8), we know that
x0, i.e., u0 asymptotically converges to zero, which means
xi(t) converge to zero in probability with zi(t) converge to zero

in probability as t goes to infinity.

To deal with the uncertain nonlinear drifts and un-
certain time-varying coefficients simultaneously, define
the estimate parameter

Θ = max
16i6n

{ci(θ), θ̄}, (10)

and the error variables εi are given by
ε1 = z1, εi = zi − z∗i (x0, z̄i−1, Θ̂), i = 2, · · · , n,

(11)
where θ̄ = |Σ(t)ΣT(t)|∞, z̄i = (z1, · · · , zi)T, z =
z̄n, z∗i (i = 2, · · · , n) are virtual smooth controllers and
z∗i will be designed later. Then, we have




dεi = di(t)zi+1dt + Fidt + GT
i Σ(t)dω,

i = 1, · · · , n− 1,
dεn = dn(t)udt + Fndt + GT

nΣ(t)dω,
(12)

where
Fi(x0, z̄i, Θ̂) =
fi

un−i
0

+ η0(n− i)d0(t)zi −
i−1∑
k=1

∂z∗i
∂zk

{dk(t)zk+1 +
fk

un−k
0

+ η0(n− k)d0(t)zk} −

η0d0(t)
∂z∗i
∂x0

x0 − ∂z∗i
∂Θ̂

˙̂
Θ −

1
2

i−1∑
j,k=1

∂2z∗i
∂zj∂zk

gT
j

un−j
0

Σ(t)ΣT(t)
gk

un−k
0

,

GT
i (x0, z̄i, Θ̂) =

gT
i

un−i
0

−
i−1∑
k=1

∂z∗i
∂zk

gT
k

un−k
0

,

i = 1, · · · , n− 1.

By Assumption 1, Remark 1, Eqs.(8) and (11), we
have the following proposition, whose proof is given in
Appendix.

Proposition 1 For smooth functions fi(·) and
gi(·), i = 1, · · · , n, there exist known non-negative
smooth functions γij(x0, z̄i) : Ri+1 → R+, ci(θ) :
Rm →R+, j = 1, 2, 3, 4, such that for any x0, x̄i and
θ:

| fi

un−i
0

| 6 (
i∑

k=1

|εk|)γi1ci(θ), (13a)

| gT
i

un−i
0

| 6 (
i∑

k=1

|εk|)γi2, (13b)

| gT
i

un−i
0

−
i−1∑
k=1

∂z∗i
∂zk

gk

un−k
0

| 6 (
i∑

k=1

|εk|)γi3, (13c)

| − 1
2

i−1∑
j,k=1

∂2z∗i
∂zj∂zk

gT
j

un−j
0

gk

un−k
0

|6(
i−1∑
k=1

|εk|)γi4. (13d)

Now we design the adaptive backstepping con-
troller of the subsystem (1b).

Step 1 Define the 1st Lyapunov candidate func-
tion

V1(x0, z1, Θ̂) =
1
4
x4

0 +
1
4
ε4
1 +

1
2
Θ̃2, (14)
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where Θ̃ = Θ − Θ̂ is the parameter estimation error.

LV1 6−λη0x
4
0 + ε3

1d1(t)z2 + ε3
1η0(n− 1)d0(t)z1 +

|ε1|3| f1

un−1
0

|+ 3
2
ε2
1|

gT
1

un−1
0

|2|Σ(t)ΣT(t)|∞ −

Θ̃
˙̂

Θ. (15)

By Proposition 1, there exist nonnegative smooth
functions γ11(x0, z1), c1(θ) and γ12(x0, z1), such that

| f1

un−1
0

|6 |ε1|γ11(x0, z1)c1(θ), (16)

| g1

un−1
0

|6 |ε1|γ12(x0, z1). (17)

Substituting Eqs.(16) and (17) into (15), we have

LV1 6−λη0x
4
0 + ε3

1d1(t)(z2 − z∗2) + ε3
1d1(t)z∗2 +

η0µ(n− 1)ε4
1 + Θ{γ11 +

3
2
γ2

12}ε4
1 − Θ̃

˙̂
Θ.

(18)
Suppose that

z∗2(x0, z1, Θ̂) = −α1(x0, z1, Θ̂)ε1,

where α1(·) > 0 is a smooth function to be chosen.
Thus, by Assumption 2, we have

d1ε
3
1z
∗
2 = −d1ε

4
1α1 6 −λε4

1α1 = λε3
1z
∗
2 . (19)

Then, adding and subtracting the term c̄1Θε4
1+¯̄c1ε

4
1

on the right-hand side of Eq.(18), and using Eq.(19),
one gets
LV1 6−λη0x

4
0 − c̄1Θε4

1 − ¯̄c1ε
4
1 + d1(t)ε3

1(z2 − z∗2) +

λε3
1{z∗2 +

1
λ

(
√

1 + Θ̂2H11 + H12)ε1}+

Θ̃{τ1 − ˙̂
Θ}, (20)

where{
H11 = c̄1 + γ11 +

3
2
γ2

12, τ1 = H11ε
4
1,

H12 = ¯̄c1 + λµ(n− 1).
(21)

Choosing the virtual smooth control z∗2 as follows:
{

z∗2(x0, z1, Θ̂) = −α1(x0, z1, Θ̂)ε1,

α1(x0, z1, Θ̂) =
1
λ

(
√

1 + Θ̂2H11 + H12),
(22)

and substituting Eq.(22) into Eq.(20), one can obtain
LV1 6−λη0x

4
0 − c̄1Θε4

1 − ¯̄c1ε
4
1 +

d1(t)ε3
1(z2 − z∗2) + Θ̃{τ1 − ˙̂

Θ}. (23)

Step i (2 6 i 6 n) Suppose that the design steps
from 1 to i − 1 have been finished, the smooth virtual
control z∗j , the updating law for Θ̂1,j−1 and the tuning
function τj−1 for Step j − 1(j = 2, · · · , i) have been
chosen as follows:{

z∗j (x0, z̄j−1, Θ̂) = −αj−1(x0, z̄j−1, Θ̂)εj−1,
τj−1 = τj−2 + Hj−1,1ε

4
j−1,

(24)

where αj−1 and τj−1 are smooth functions, and the
(i− 1)th Lyapunov candidate function

Vi−1(x0, ε̄i−1, Θ̂)=Vi−2(x0, ε̄i−2, Θ̂) +
1
4
ε4

i−1, (25)

where ε̄i = (ε1, · · · , εi)T, for Step i− 1 satisfies
LVi−1 6

−(λη0 −
i−1∑
j=2

βj)x4
0 −Θ

i−1∑
j=1

(c̄j −
i−1∑

k=j+1

ρ̄kj)ε4
j −

i−1∑
j=1

(¯̄cj −
i−1∑

k=j+1

¯̄ρkj)ε4
j + di−1(t)ε3

i−1(zi − z∗i ) +

(Θ̃ +
i−1∑
k=2

ε3
k

∂z∗k
∂Θ̂

){τi−1 − ˙̂
Θ}. (26)

In the following, we will prove that Eq.(26) also
holds for i.

Define the ith Lyapunov candidate function

Vi(x0, ε̄i, Θ̂) = Vi−1(x0, ε̄i−1, Θ̂) +
1
4
ε4

i . (27)

From Eqs.(12)(27) and Itô formula, one has
LVi 6

−(λη0 −
i−1∑
j=2

βj)x4
0 −Θ

i−1∑
j=1

(c̄j −
i−1∑

k=j+1

ρ̄kj)ε4
j −

i−1∑
j=1

(¯̄cj −
i−1∑

k=j+1

¯̄ρkj)ε4
j + di−1(t)ε3

i−1(zi − z∗i ) +

(Θ̃ +
i−1∑
k=2

ε3
k

∂z∗k
∂Θ̂

){τi−1 − ˙̂
Θ}+ di(t)ε3

i z
∗
i+1 +

di(t)ε3
i (zi+1 − z∗i+1) + ε3

i {
fi

un−i
0

+

λ(n− i)d0(t)zi −
i−1∑
k=1

∂z∗i
∂zk

(dk(t)zk+1 +
fk

un−k
0

+

λ(n− k)d0(t)zk)− λd0(t)
∂z∗i
∂x0

x0 − ε3
i

∂z∗i
∂Θ̂

˙̂
Θ −

1
2

i−1∑
j,k=1

∂2z∗i
∂zj∂zk

gT
j

un−j
0

Σ(t)ΣT(t)
gk

un−k
0

}+

3
2
ε2

i |
gT

i

un−i
0

−
i−1∑
k=1

∂z∗i
∂zk

gT
k

un−k
0

|2|ΣΣT|∞. (28)

By Lemma 2, Assumptions 1–2, Proposition 1,
Eqs.(8) and (11), one can obtain the following inequal-
ities, which are proved in Appendix:

di−1(t)ε3
i−1(zi − z∗i ) 6

3
4
µεi,i−1,1ε

4
i−1 +

1
4
µε−3

i,i−1,1ε
4
i , (29)

ε3
i

fi

un−i
0

6 Θ
i−1∑
k=1

1
4
εi,k,2ε

4
k +

Θ{
i−1∑
k=1

3
4
ε
− 1

3
i,k,2γ

4
3
i1 + γi1}ε4

i , (30)

ε3
i η0(n− i)d0(t)zi 6 1

4
µη0(n− i)εi,i−1,3ε

4
i−1 +

3
4
µη0(n− i)ε−

1
3

i,i−1,3α
4
3
i−1ε

4
i ,

(31)
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−ε3
i

i−1∑
k=1

∂z∗i
∂zk

dk(t)zk+1 6

µ
i−2∑
k=1

1
4
εi,k+1,4ε

4
k+1 + µ

i−1∑
k=1

1
4
εi,k,5ε

4
k +

µ{
i−2∑
k=1

3
4
ε
− 1

3
i,k+1,4(

√
1+ (

∂z∗i
∂zk

)2) 4
3 +

√
1 + (

∂z∗i
∂zi−1

)2 +

i−1∑
k=1

3
4
ε
− 1

3
i,k,5(

√
1 + (αk

∂z∗i
∂zk

)2) 4
3 }ε4

i , (32)

−ε3
i

i−1∑
k=1

∂z∗i
∂zk

fk

un−k
0

6

Θ
i−1∑
k=1

k∑
j=1

1
4
εi,j,6ε

4
j +

Θ
i−1∑
k=1

k∑
j=1

3
4
ε
− 1

3
i,j,6(

√
1 + (γk1

∂z∗i
∂zk

)2) 4
3 ε4

i , (33)

−ε3
i

i−1∑
k=1

∂z∗i
∂zk

η0(n− k)d0(t)zk 6

µη0

i−1∑
k=1

(n− k)
1
4
{εi,k−1,8ε

4
k−1 + εi,k,7ε

4
k}+

µη0

i−1∑
k=1

(n− k){3
4
ε
− 1

3
i,k,7(

√
1 + (

∂z∗i
∂zk

)2) 4
3 +

3
4
ε
− 1

3
i,k−1,8(

√
1 + (αk−1

∂z∗i
∂zk

)2)
4
3 }ε4

i , (34)

−ε3
i η0d0(t)

∂z∗i
∂x0

x0 6

µη0{1
4
εi,0,9x

4
0 +

3
4
ε
− 1

3
i,0,9(

√
1 + (

∂z∗i
∂x0

)2)
4
3 ε4

i }, (35)

−1
2
ε3

i

i−1∑
j,k=1

∂2z∗i
∂zj∂zk

(
gj

un−j
0

)TΣ(t)ΣT(t)(
gk

un−k
0

) 6

Θ
i−1∑
k=1

1
4
εi,k,10ε

4
k + Θ

i−1∑
k=1

3
4
ε
− 1

3
i,k,10γ

4
3
i4ε

4
i , (36)

3
2
ε2

i |
gi

un−i
0

−
i−1∑
k=1

∂z∗i
∂zk

gk

un−k
0

|2Σ(t)ΣT(t) 6

Θ{3
4
i

i−1∑
k=1

γ4
i3ε

−1
i,k,11 +

3
2
γ2

i3}ε4
i +

Θ
3
4
i

i−1∑
k=1

εi,k,11ε
4
k, (37)

and substituting Eqs.(29)–(37) into Eq.(28), one gets

LVi 6

−(λη0 −
i−1∑
j=2

βj)x4
0 −Θ

i−1∑
j=1

(c̄j −
i−1∑

k=j+1

ρ̄kj)ε4
j −

i−1∑
j=1

(¯̄cj −
i−1∑

k=j+1

¯̄ρkj)ε4
j + di(t)ε3

i (zi+1 − z∗i+1) +

(Θ̃ +
i−1∑
k=2

ε3
k

∂z∗k
∂Θ̂

){τi−1 − ˙̂
Θ}+ di(t)ε3

i z
∗
i+1 +

{1
4
µη0εi,0,9}x4

0 + ΘH̄i1ε
4
i−1 + H̄ ′

i2ε
4
i +

Θ
i−1∑
k=1

{1
4
εi,k,2 +

1
4
εi,k,10 +

3
4
iεi,k,11}ε4

k +

{3
4
µεi,i−1,1 + µη0(n− i)

1
4
εi,i−1,3}ε4

i−1 +

Θ
i−1∑
k=1

k∑
j=1

1
4
εi,j,6ε

4
j + µ

i−2∑
k=1

1
4
εi,k+1,4ε

4
k+1 +

{µ
i−1∑
k=1

1
4
εi,k,5 + µη0

i−1∑
k=1

(n− k)
1
4
εi,k,7}ε4

k +

µη0

i−1∑
k=1

(n− k)
1
4
εi,k−1,8ε

4
k−1 − ε3

i

∂z∗i
∂Θ̂

˙̂
Θ, (38)

where

H̄i1 =
i−1∑
k=1

3
4
{ε− 1

3
i,k,2γ

4
3
i1 + ε

− 1
3

i,k,10γ
4
3
i4 + iγ4

i3ε
−1
i,k,11}+

γi1+
i−1∑
k=1

k∑
j=1

3
4
ε
− 1

3
i,j,6(

√
1+ (γk1

∂z∗i
∂zk

)2) 4
3 +

3
2
γ2

i3,

H̄ ′
i2 =

1
4
µε−3

i,1,1+µη0(n− i)(1+
3
4
ε
− 1

3
i,i−1,3α

4
3
i−1) +

i−2∑
k=1

3
4
µε

− 1
3

i,k+1,4(
√

1 + (
∂z∗i
∂zk

)2) 4
3 +

µ

√
1 + (

∂z∗i
∂zi−1

)2 +

3
4
µη0ε

− 1
3

i,0,9(
√

1 + (
∂z∗i
∂x0

)2)
4
3 +

i−1∑
k=1

3
4
µε

− 1
3

i,k,5(
√

1 + (αk

∂z∗i
∂zk

)2) 4
3 +

3
4
µη0

i−1∑
k=1

(n− k)ε−
1
3

i,k,7(
√

1 + (
∂z∗i
∂zk

)2) 4
3 +

3
4
µη0ε

− 1
3

i,k−1,8(
√

1 + (αk−1

∂z∗i
∂zk

)2)
4
3 .

From simple operation, one can obtain

µ
i−2∑
k=1

1
4
εi,k+1,4ε

4
k+1 = µ

i−1∑
k=2

1
4
εi,k,4ε

4
k, (39)

Θ
i−1∑
k=1

k∑
j=1

1
4
εi,j,6ε

4
j = Θ

i−1∑
k=1

1
4
(i− k)εi,k,6ε

4
k,

(40)

µη0

i−1∑
k=1

(n− k)
1
4
εi,k−1,8ε

4
k−1 =

µη0

i−2∑
k=1

(n− k − 1)
1
4
εi,k,8ε

4
k. (41)

Suppose that
z∗i+1(x0, z̄i, Θ̂) =−αi(x0, z̄i, Θ̂)εi,

where αi(·) > 0 is a smooth function to be chosen.
Thus, by Assumption 2, we have

diε
3
i z
∗
i+1 6 λε3

i z
∗
i+1. (42)

Substituting Eqs.(39)–(42) into Eq.(38), adding and
subtracting the term Θc̄iε

4
i +¯̄ciε

4
i on the right-hand side

of Eq.(38), we have
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LVi 6−(λη0−
i∑

j=2

βj)x4
0−Θ

i∑
j=1

(c̄j−
i∑

k=j+1

ρ̄kj)ε4
j−

i−1∑
j=1

(¯̄cj −
i−1∑

k=j+1

¯̄ρkj)ε4
j + λε3

i z
∗
i+1 − ¯̄ciε

4
i +

di(t)ε3
i (zi+1 − z∗i+1) + H ′

i2ε
4
i + ¯̄ρ′i1ε

4
1 +

Θ̂Hi1ε
4
i +

i−2∑
j=2

¯̄ρ′ijε
4
j + ¯̄ρ′i,i−1ε

4
i−1 −

i−1∑
k=2

ε3
k

∂z∗k
∂Θ̂

Hi1ε
4
i + (Θ̃ − ε3

i τi

∂z∗i
∂Θ̂

+

i∑
k=2

ε3
k

∂z∗k
∂Θ̂

){τi − ˙̂
Θ}, (43)

where

βi =
1
4
µη0εi,0,9, τi = τi−1 + Hi1ε

4
i , (44)

ρ̄ik =
1
4
εi,k,2 +

1
4
(i− k)εi,k,6 +

1
4
εi,k,10 +

3
4
iεi,k,11, k = 1, · · · , i− 2, (45)

ρ̄i,i−1 =
3
4
εi,i−1,1 +

1
4
εi,i−1,2 +

1
4
εi,i−1,6 +

1
4
εi,i−1,10 +

3
4
iεi,i−1,11, (46)

¯̄ρ′i1 =
1
4
µ{εi,1,5+η0(n− 1)εi,1,7+η0(n− 2)εi,1,8},

¯̄ρ′ik =
1
4
µεi,k,4 +

1
4
µεi,k,5 +

1
4
µη0(n− k)εi,k,7 +

1
4
µη0(n− k − 1)εi,k,8, k = 2, · · · , i− 2,

¯̄ρ′i,i−1 =
3
4
µεi,i−1,1 +

1
4
µη0(n− i)εi,i−1,3 +

1
4
µεi,i−1,4 +

1
4
µεi,i−1,5 +

1
4
µη0(n− i + 1)εi,k,7,

Hi1 = c̄i + H̄i1, H ′
i2 = ¯̄ci + H̄ ′

i2. (47)

By Eq.(43) and Lemma 2, the following inequalities
hold:

−ε3
i τi

∂z∗i
∂Θ̂

6
i−1∑
k=1

1
4
εi,k,12ε

4
k+

√
1+(ε3

i Hi1

∂z∗i
∂Θ̂

)2ε4
i +

i−1∑
k=1

3
4
ε
− 1

3
i,k,12(

√
1+(ε3

kHk1

∂z∗i
∂Θ̂

)2) 4
3 ε4

i ,

(48)

−
i−1∑
k=2

ε3
k

∂z∗k
∂Θ̂

Hi1ε
4
i 6

i−1∑
k=2

√
1 + (ε3

k

∂z∗k
∂Θ̂

Hi1)2ε4
i .

(49)
Substituting Eqs.(48) and (49) into Eq.(43) results

in
LVi 6

−(λη0 −
i∑

j=2

βj)x4
0 −Θ

i∑
j=1

(c̄j −
i∑

k=j+1

ρ̄kj)ε4
j −

i∑
j=1

(¯̄cj −
i∑

k=j+1

¯̄ρkj)ε4
j + di(t)ε3

i (zi+1 − z∗i+1) +

λε3
i z
∗
i+1 + λ{ 1

λ
(
√

1 + Θ̂2Hi1 + Hi2)}ε4
i +

(Θ̃ +
i∑

k=2

ε3
k

∂z∗k
∂Θ̂

){τi − ˙̂
Θ}, (50)

where

¯̄ρik = ¯̄ρ′ik +
1
4
εi,k,12, k = 1, · · · , i− 1, (51)

Hi2=
√

1+(ε3
i Hi1

∂z∗i
∂Θ̂

)2+
i−1∑
k=2

√
1+(ε3

k

∂z∗k
∂Θ̂

Hi1)2 +

i−1∑
k=1

3
4
ε
− 1

3
i,k,12(

√
1 + (ε3

kHk1

∂z∗i
∂Θ̂

)2) 4
3 + H ′

i2. (52)

Choosing the virtual smooth control z∗i+1 as fol-
lows:{

z∗i+1(x0, z̄i, Θ̂) = −αi(x0, z̄i, Θ̂)εi,

αi(x0, z̄i, Θ̂) =
1
λ

(
√

1 + Θ̂2Hi1 + Hi2),
(53)

and substituting Eq.(53) into Eq.(50), one can obtain
LVi 6

−(λη0 −
i∑

j=2

βj)x4
0 −Θ

i∑
j=1

(c̄j −
i∑

k=j+1

ρ̄kj)ε4
j −

i∑
j=1

(¯̄cj −
i∑

k=j+1

¯̄ρkj)ε4
j + di(t)ε3

i (zi+1 − z∗i+1) +

(Θ̃ +
i∑

k=2

ε3
k

∂z∗k
∂Θ̂

){τi − ˙̂
Θ}. (54)

In the end, when i = n, zn+1 = z∗n+1 = u is the
actual control. By Choosing the actual control law and
the adaptive laws for Θ̂




u(x0, z̄n, Θ̂) = −αn(x0, z̄n, Θ̂)εn,
˙̂

Θ = τn =
n∑

i=1

Hi1ε
4
i ,

(55)

where αn and Hi1(i = 1, · · · , n) are smooth functions.
We choose the nth Lyapunov candidate function

Vn(x0, ε̄n, Θ̂) =
1
4
x4

0 +
n∑

k=1

1
4
ε4

k +
1
2
Θ̂2, (56)

where ε = εn = (ε1, · · · , εn)T. One can easily get

LVn 6−(λη0−
n∑

j=2

βj)x4
0−

n∑
j=1

(¯̄cj−
n∑

k=j+1

¯̄ρkj)ε4
j−

Θ
n∑

j=1

(c̄j −
n∑

k=j+1

ρ̄kj)ε4
j . (57)

4 Switching control stability
In Section 3, we have considered the case of

x0(t0) 6= 0. The controllers Eqs.(7) and (55) for system
(1) are given. Now we turn to the case of x0(t0) = 0. If
the initial is zero, one can choose an open loop control
u0 = u∗0 6= 0 to drive the state x0 away from zero. So
there exists t∗s > 0 such that x0(t∗s ) 6= 0. After that,
controllers u0 and u given in Eqs.(7) and (55) can be
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used. Based on the above analysis, we give the main
results of this paper.

Theorem 1 Suppose that Assumptions 1 and 2
hold. If the following switching control procedure is
applied to system (1):

i) When the initial state belongs to

{(x0(t0), x(t0)) ∈ Rn+1|x0(t0) 6= 0},
we design control inputs u0 and u in form Eqs.(7) and
(55), respectively;

ii) When the initial state belongs to

{(x0(t0), x(t0)) ∈ Rn+1|x0(t0) = 0}.
If t ∈ [t0, t∗s ), one can choose the control law u0 = u∗0
and u = u∗; If t ∈ [t∗s ,+∞), at the time t = t∗s , we
switch the control inputs u0 and u into Eqs.(7) and (55),
respectively.

Then, for any initial conditions in the state space,
system (1) will be almost asymptotically stabilized in
probability at the equilibrium and specifically, the states
are globally asymptotically regulated to zero in proba-
bility.

Proof Firstly, we consider the case that the initial
state belongs to {(x0(t0), x(t0)) ∈ Rn+1|x0(t0) 6= 0}.
One can obtain that x0 is asymptotically stable and
will not be zero. One can choose c̄j and ¯̄cj such that
LVn < 0. From Lemma 1 and Eq.(57), one gets sig-
nals ε1, · · · , εn are globally asymptotically regulated
to zero in probability and bounded in probability, signal
Θ̂ is bounded in probability also. From Θ̂ are bounded
in probability and Eq.(11), it is easy to see that z1 and
z∗2 are bounded and globally stable in probability. By
z2 = ε2 + z∗2 , we have z2 is bounded in probability
and converges to zero in probability. With the similar
method, the same results also hold for z3, · · · , zn. So
z1, · · · , zn globally asymptotically regulated to zero in
probability and bounded in probability. As a result of
Eq.(8), one gets x0, x1, · · · , xn are globally asymptoti-
cally converge to zero in probability and all bounded in
probability.

Secondly, when the initial state belongs to

{(x0(t0), x(t0)) ∈ Rn+1|x0(t0) = 0},
we use the constant control u0 = u∗0 6= 0 in order to
drive x0 far away from the origin. Meanwhile, by ap-
plication of the design procedure proposed in Section
3, we construct a controller u = u∗ , which guarantees
that all the signals are bounded in probability during
[t0, t∗s ). Then, in view of x0(t∗s ) 6= 0, the switching
control strategy is applied to system (1) at the time in-
stant t∗s > 0.

5 Simulation example
Consider the following system:




dx0 = d0(t)u0dt,

dx1 = d1(t)x2u0dt + x1θdt + x1Σ(t)dω,

dx2 = d2(t)udt + x2Σ(t)dω,

(58)

where d0(t) = 1.5, d1(t) = 1 + 0.1 sin t, d2(t) =
0.9 + 0.2 sin t, Σ(t) = 1 + 0.125 sin t.

One can easily obtain that Proposition 1 is satis-
fied with n = 2, γ11 = γ12 = 1, c1(θ) =

√
1 + θ2,

γ21 = 0, γ22 = γ23 = 1. In simulation, choose θ = 1.
Obviously, there exist positive constants λ = 0.7 and
µ = 1.6 to satisfy λ 6 di(t) 6 µ(i = 0, 1, 2),
η1 = η2 = 1.6 which satisfy Assumption 2. According
to Eq.(7), one gets the control

u0 = −η0x0. (59)

Defining θ̄ = |Σ(t)ΣT(t)|∞ and Θ = max{c1(θ), θ̄}.
According to Eq.(21), it is easy to obtain H11 = c̄1 +

γ11+
3
2
γ2

12, τ1 = H11ε
4
1, H12 = ¯̄c1+λµ, where c̄1 > 0

and ¯̄c1 > 0 are design parameters which will be chosen
later. Thus, by Eq.(22), one gets the virtual smooth con-
trol z∗2 ,

{
z∗2(x0, z1, Θ̂) = −α1(x0, z1, Θ̂)ε1,

α1(x0, z1, Θ̂) =
1
λ

(
√

1 + Θ̂2H11 + H12).
(60)

From Eq.(59), we have
∂z∗2
∂z1

= −α1,
∂2z∗2
∂z2

1

= 0,

∂z∗2
∂x0

= 0,
∂z∗2
∂Θ̂

= − Θ̂H11

λ
√

1 + Θ̂2
ε1. Next, let i = 2 in

Section 3 and ε2,i,j = 1(i = 0, 1; j = 1, · · · , 10), one
can obtain

β2 =
1
4
η0µ, ρ̄21 =

1
2
, ¯̄ρ21 = µ +

1
4
η0µ + 2,

H21 = c̄2 +
3
4
γ

4
3
21 + γ21 +

3
4
(
√

1 + (γ11

∂z∗2
∂z1

)2)
4
3 ,

H22 = ¯̄c2+
1
4
µ+

3
4
µ(

√
1+(α1

∂z∗2
∂z1

)2)
4
3 +

3
2
γ4

23 +

3γ2
23 +

3
4
η0µ(

√
1 + (

∂z∗2
∂z1

)2)
4
3 +

3
4
η0(

√
1+(

∂z∗2
∂x0

)2)
4
3 +

3
4

√
1+(γ24

∂2z∗2
∂z2

1

)2+

√
1 + (ε3

2H21

∂z∗2
∂Θ̂

)2ε4
2 + µ

√
1 + (

∂z∗2
∂z1

)2 +

3
4
(
√

1 + (ε3
1H11

∂z∗2
∂Θ̂

)2)
4
3 ε4

2,

τ2 = τ1 + H21ε
4
2,

and the updating law for Θ and the smooth control u as
follows:
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


˙̂
Θ = H11ε

4
1 + H21ε

4
2, u = −α2(x0, z1, Θ̂)ε2,

α2(x0, z1, Θ̂) =
1
λ

(
√

1 + Θ̂2H21 + H22),
(61)

where c̄2 > 0 and ¯̄c2 > 0 are design parameters.
In order to satisfy LV2 6 0, we choose η0 = 3,

c̄1 = 0.6, ¯̄c1 = 4.2, c̄2 = ¯̄c2 = 0.1, and the initial
values x0(0) = 0.3, x1(0) = 0.09, x2(0) = −1.3,
Θ̂(0) = 0.8. Fig.1 gives the response of the closed-
loop system consisting of Eqs.(58)– (60), from which,
the effectiveness of the controller is demonstrated.

Remark 5 From Fig.1–3, the effectiveness of the
controller is demonstrated. However, by Eq.(61), one can ob-
tain that α2 has great effect on the controller u, that is, the value
of u is determined by that of Θ̂, H21. In simulation, one can
choose the parameters 0 < ε2,i,j 6= 1(i = 0, 1; j = 1, · · · , 10)

and the stochastic non-holonomic system (1) is globally asymp-
totically stable, also.

Fig. 1 The responses of states x0, x1 and x2 with
respect to time

Fig. 2 The responses of controllers u0 and u with
respect to time

Fig. 3 The responses of estimate parameter Θ̂ with
respect to time

6 Conclusions
This paper studies the adaptive state-feedbacks sta-

bilization of stochastic nonholonomic systems with un-
known parameters. A recursive adaptive state-feedback
backstepping controllers is designed. A switching con-
trol strategy for the original system is given which can
guarantee the closed-loop system is almost asymptoti-
cally stabilized at the origin in probability.

There are some remaining problems to be dis-
cussed. For example, how to design the controller for
the stochastic nonholonomic systems when the first sub-
system is stochastic differential equation with uncertain
parameters, especially, in the visual serving feedback
control of nonholonomic moving mobile robots.
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Appendix
i) We only prove Eq.(13a). The proofs of Eqs.(13b)–(13d)

are similar to that of Eq.(13a). From Assumption 1, Remark 1,
Eqs.(8) and (11), it is easy to see

| fi
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|εk|(1 +

i−1P
j=1

αj)γ̃ici(θ) =

(|ε1|+ · · ·+ |εi|)γi1(x0, x̄i)ci(θ).

ii) In the following, we will prove the inequality Eq.(30).
The proofs of Eqs.(29)(31)–(37) and (48)–(49) are similar to
that of Eq.(30). By Lemma 2, Assumption1, 2, Proposition 1,
Eqs.(8) and (11), one can obtain
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