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A new iterative learning control algorithm of
extension-updated Newton method for nonlinear systems
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(Science and Technology on Information Systems Engineering Laboratory,
China Aerospace Science and Technology Corporation, Beijing 100854, China)

Abstract: A new algorithm based on extension method and updated Newton method with global convergence for
nonlinear iterative learning control problem is proposed. Since classical Newton-type iterative learning schemes are local
convergence, conditions of local convergence can be hardly satisfied in practice. In order to widen the range of convergence,
extension method is introduced to iterative learning control problem. A new Newton-type iterative learning control scheme
based on homotopy extension is presented, in which the initial control can be chosen arbitrarily. The solving process is
subdivided to N subproblem by the new algorithm. The exchange column update Newton method is employed to solve
the subproblem by simple recurrent formula. Sufficient conditions for global convergence of this algorithm are given and
proved. The implementation of the new algorithm has advantage of guaranteeing global convergence and avoiding complex
calculation for nonlinear iterative learning control.
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1 Introduction

Iterative learning control is a control strategy that
needs to improve the control performance of every iter-
ative process by operating in a repetitive mode. In it-
erative learning control systems, information from pre-
vious executions of the task is used in an attempt to
generate the updated control iteration and the tracking
error between the output trajectory and desired trajec-
tory tends to zero. Such systems include robot arm
manipulators, disk drive, chemical batch reactors and
other nonlinear industry. Since iterative learning con-
trol was originally introduced by Arimoto!!, signifi-
cant developments in iterative learning research area
has stimulated considerable interests in various update

algorithms for linear and nonlinear systems!?. In re-
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cent years, the study of iterative learning control has put
more and more emphases on nonlinear systems which
are the most often seen cases in practice®>. Newton-
type iterative learning control schemes are one of the
important and effective schemes which have the advan-
tage of improving the convergence speed for nonlinear
systems. In [6], a new nonlinear iterative learning con-
trol algorithm used a special form of Newton method in
continuous time domain. Xu and Tan!”! provided P-type
learning and Newton-type learning method for non-
affine nonlinear systems. The proposed P-type iterative
learning control scheme has the simple form required
a prior system knowledge, while Newton-type itera-
tive learning control schemes have faster convergence
by incorporating a varying learning gain. For discrete
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nonlinear systems, Lin et al[S], introduced the Newton
method into the iterative learning control framework by
established the connection between the iterative learn-
ing control problem and nonlinear multivariable equa-
tions. Then, a nonlinear iterative learning control algo-
rithm with semi-local convergence was presented. By
introducing a relaxation index, a Newton method based
on iterative learning control for nonlinear systems was
shown to converge monotonically in [9]. Optimization
was suggested to calculate the index about monotonic
convergence and fast convergence speed at the same
time. Kang and Tang!!'"! presented a new iterative learn-
ing control algorithm for nonlinear systems based on
modified Newton methods. The exchange row updating
method was used to construct the approximation of the
derivatives of the output function by which the calcula-
tion work was reduced largely.

It is well known that iterative learning control based
on Newton-type method can greatly speed up the con-
vergence. However, there are some weaknesses. Firstly,
all these algorithms mentioned above have local conver-
gence or semi-local convergence. It is implied that the
convergence is only guaranteed when the initial control
is chosen in a small neighborhood of the target con-
trol. In practice, this condition can be hardly satisfied
because the control is unknown. Moreover, Newton
method need to spent a lot of time on complex calcu-
lation of nonlinear inverse systems.

In this paper, a new algorithm of iterative learning
control for nonlinear systems is proposed. The itera-
tive learning scheme with a homotopy extension is es-
tablished. The solving process is divided into /N sub-
problem by the new algorithm. The exchange column
update Newton method is used to solve the subprob-
lem by simple recurrent formula. Global convergence
of this new algorithm is proved. What distinguishes our
work from previous iterative learning control schemes
is that the new algorithm has a strong connection to the
homotopy extension method and exchange column up-
date Newton method. Iterative learning control scheme
has taken advantage of homotopy extension to achieve
global convergence. Furthermore, the exchange column
update Newton method is considered in this algorithm
which makes it possible to reduce complex calculation
work. The significance of this paper is that a new it-
erative learning control algorithm with global conver-
gence is provided instead of local convergence of gen-
eral Newton-type method.

2 Problem statement

In this paper, we deal with the general setting of
nonlinear iterative learning control scheme. Consider
nonlinear systems as follows:

{O’C(t) = f((t),u(t), ),

y(t) = p(x(t), u(t), 1), (1)

and initial condition z(0) = z(¥), where z(t) € D C
R™, y(t) € E C R™, u(t) e R™, t € [0,T].

In order to consider the iterative learning control
problem, some definitions and assumptions are given.

Definition 1!!!!  Let the function

z(t) : [0,T] — R",
then the A-norm is defined as
Izl = sup {|[=(t)[l,e™},

Itx

and the supreme norm is

|z, = sup {[|=() [}
0<t<T

Definition 2['"1  Let A be a matrix, then the Frobe-
nius norm (F-norm) of A is
m n 1 N
4l = (35 3= a2)% = (sr(AT )"
i=1j=
In particular, if an element of the matrix is a function of
t(0 <t < T), then we can define || A ||, as

IA]

p, = Max | Al

0<t<T Ese

Assumption 1 Suppose that f(z,u,t) and
¢(z,u,t) have second Fréchet continuous derivatives
in the compact convex subset {2 = D x E x [0, T] with
respective to x and u.

From this assumption, the following results can be
easily obtained.

Remark 1 f(z,u,t) and ¢(x,u,t) as well as
their first derivatives with respective to = and u are
uniformly bounded in 2. The second derivatives of
¢(x, u,t) with respective to u is uniformly bounded in
02, 1i.e.

| ¢x(@,u,t) [ K, || puu(z,u,t) [<Q,
where K and () are constants.

Remark 2 There exist constants L; and L, such
that

|| f(whulat) - f($27u27t) HQ <
Li(|lwy — ma |, + [Jur — uz[,),
|| ¢u(x17 Uy, t) - ¢u($27 Uz, t) HF g
Lo([[ 1 — @2 ly + [Jur — uzl,)-
Assumption 2 Suppose that ¢ '(z,u,t) exists
and is uniformly bounded in (2, i.e.
By < |16 (2(t),w(t), ||, < B,
where B, and B are constants.
Assumption 3 For given y(t), there exists a
unique x(¢) and u(t) such that Eq.(1) is hold. In par-

ticular, for given target trajectory yq(t), there exists a
unique control u4(t) such that

{ -fd(t) = f(md(t)>ud(t)7t)7
Ya(t) = ¢(za(t), ua(t), ),
fort € [0,T].

2
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The control target is to find a control sequence
{u;(t)} such that the target trajectory yq(t) can be
tracked by the system output (), i.e.

kli_)nolo Y (t) = ya(t).

3 New iterative learning control scheme
3.1 Motivation of the new algorithm

It is well known that Newton-type methods have
been applied to nonlinear iterative learning control
problems with quick convergence!'>"'*). However, only
when the initial approximation is sufficiently close to
the solution for the problem, the convergence of this al-
gorithm can be guaranteed, i.e, Newton-type methods
have only local convergence. Since the solution for the
problem is unknown, it is difficult to choose initial ap-
proximation such that the convergence of the algorithm
is guaranteed.

For example, in [2], the Newton-type iterative
learning control scheme was proposed with local con-
vergent in which the convergent range satisfies

2r 1
My, %

where 1 € (0,1), oy <|| ¢u || < a2 and || puy || < My.
In particular, the initial approximation is subject to

s lls<

202

Muu )

Since the target control uq and the target state x4 are
unknown, it is hard to choose u,.

H Ya — ¢($07u07t) ||8:|| €o Hsg

In order to widen the range of convergence, when
27"1

M07?
scheme was presented as follows!?!:

Uip1 = Uy + FAel(t)

Il eills> , the linear iterative learning control

The constant matrix I should be subject to some strict
conditions, but it is hardly to be found in fact.

Efficient iterative method should permit rather gen-
eral initial approximation not only those close to the so-
lution for the problem, i.e., called global convergence
algorithms!'?~13 In this paper, a homotopy transfor-
mation is constructed into the iterative learning control
problem. The homotopy extension and exchanging col-
umn update Newton method is utilized to iterative learn-
ing control scheme which can achieve global conver-
gence.

3.2 Iterative learning control scheme

In order to illustrate the proposition of the homo-
topy extension mapping, a lemma is presented, firstly.

Lemma 1 If Assumptions 1-3 are satisfied, then
for given u(t), there exists the unique 2 such that Eq.(1)
is hold and z is a continuous function of u.

Proof It can be seen that Eq.(1) is equivalent to

#(t) = 2@ + [ f(a(r),u(r), m)dr.

By using the contraction mapping theorem, it is able to
prove that for the given u(t), there exists the unique cor-
responding x(t) satisfies @(t) = f(z(t),u(t), ).
We can prove the state x is a continuous function with
respect to u. In fact,

[z(u+ Au) — z(u) [|=

M 2(u+ Au),u+ Au, 7)—
f(@(u), u,7))d7 [|<

Ly [ (2 + Au) = 2(w)]| + || Auf))dr

From Grownwall Lemma, we get

[z(u+ Au) —a(u) ||<
elhT 1
— L [ Auf = 0(if || Auf—0).
The new iterative learning control scheme is presented
in the following:

1) Choose initial control uy, and from the state
equation

do(t) = f(zo(t), uo(t), 1),
we can obtain x(t). Thus, we have
Yo(t) = P(zo(t), uo(t), 1)
2) Construct the mapping
H(u, p) =(p(2(t), u(t), t) — ya(t))+
(h = 1) (p(2o(t), uo(t), ) —

It is obvious that when p = 0, we get

Ya(t)).

H(u,p) = H(u,0) =
((z)(mvuvt) - yd) - (¢(x07u07t) - yd) =
(;S(LU,U, t) - ¢($O,u07t)'

Thus, (x, uo) satisfies H (u,0) = 0. When 1t = 1, we

have

H(UHU’) :H(U, 1) = ¢(x,u,t) —Ya =

¢(xa u, t) - ¢(xdv Udq, t)
Therefore, (zq4,uq) satisfies with H (u, 1) = 0, where
uq and x4 are the target control and target state of sys-
tems, respectively. Choose appropriate IV, then given
points of division {p;,7 = 1,2, -+, N} which satisfy
O=po <py <---<py=1,

and
1

Api = i — pri—1 = N

3) The iterative learning control process is derived
as follows:

For the ith(i = 1,2, - - )
y(t) = f(23,(t), up (1), 1),
yi(t) = o(2}, (), ui (1), 1),
uk+1 = wj, + (Ay) T H (uy, ),

-, N) iteration, we have

where
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H(“;«Mi) = (d)(‘l‘;cvu;wt) - yd) +
(i = 1)(¢(20, 10, t) = ya),
Ty = o, Uy = ug, TH' = 2!, > uptt = u!
k=0,1,2,--- ,m; — 1,
and m; is a positive number which is the step of the ith
iteration.
4) In order to reduce calculation work, exchange
column update Newton method is presented as follows:
From the above iterative learning process, let

m; )

A1 — AO - qu(:L'O)uO)t)a
¢U( l+1 é+17 t) = @Z)U(xini’uim’ t)’ 3)
A;c-s-l :A;i? (ﬁbu(x;c-s-h U i1 t) _A}Lc)elkeiv

Iy =k (modm), k=0,1,--- ,m; — 1,
where ¢;, denotes the unit vector of m dimension, i.e.
the kth element is one and others are zero. For the
method (3), A,C 41 can be calculated by the following
recurrent formula:

A — 7\ — 1 i\ — i\ —
(Ak—H) b= (A3) t— ;(Ak) 1P6;I;(Ak) !
P = (¢U($Z+17 u2+17 t) — A?ﬂ)ellﬂ
where 7 = 1 4 €] (A},)~'P. Therefore, the iterative

learning control law based on homotopy extension up-
dated Newton method is

iy = h(6) + (AL) " H (),
(A)™ = (A1) = (A Pef (4])

4 Convergence of new iterative learning con-

trol scheme

Lemma 2[!%  If the Assumptions 1-3 hold, the it-
erative process is produced by Egs.(3)—(4), then we can
get the following results.

1) If k£ < m, then

| As — dulz, ), <
L0 (s =, +
2) If kK > m, then
| s = buls )1, <
LY (e —all,+ s

i=k—m—1

(4)

—ull,))-

—ull,)),

where L is a constant.

According to Lemma 2, the following result is
given.

Theorem 1 Let the initial error £ = yq(t) —
d)(mo,uo,t), if Assumptions 1-3 are satisfied, and in
the above iterative learning process, Ay satisfies the
following inequality:

Ap < !

2(4LmB? + QB?)||&]|,’

then the new iterative learning control algorithm is con-

vergent
Jim | H (), 1) x= I || H (1) [.=0,

i.e.

Jm g (8) = ya(t).

Proof From iterative learning control scheme in
Section 3, we obtain

h :ué + Ao_lH(ué,ul) =

uo — ¢ (o, uo, t) Apeo,
then
lur = uo =l é5 ™ (o, w0, ) ||| Apelll o || <
BlAp|leoll= B || H(ug, ) | -
Moreover,
|1 — 25 ]l=

I [} (st ) = fabug, el <
mjgwa—%n+uﬁ—ummT<

t 1 1 t
Ly | et = bl dr + LB |Ap] | ]| dr.

In terms of Bellman-Gronwall Lemma, we get

A1
;= 25| <Lie"'B | Apl o<
ogmwmw
and
H A% - (bu(x},u%,t) HFS<
Lo([| oy — 27 [ls + [luy — u?ls) <
1
O(;) lleolls +BAw [leo s -
From Assumption 2, we have
B
| ATk, < T <2B.
1= (0(;)+BAw = B
Thus,
gy — g 1= (AL) ™ H (ug, ) [|<
k+1 k k ko M1) ||

(AL I s o) I,
and
EREEHE
¢ 1 1 1 1
| (F@hirs s ) = fah,uh, 7)) |1
t
ujkw@4—¢n+uﬁﬂ—umm7<

L,O( )II(Al) I H (g 1) -
We also have
H(ullc-',-l),ul) - H(ullw,ul) =

(b(xllwrlﬂ ui+17 t) - ¢(x1197 ullw t) =

1
— jo bu (T}, + 7'(:6,1“r1 — x,lc),u,lcﬂ,T)dT .
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(Thyr — o) = Gulwg, wp, t) (Upyy — uy) —
[0 = D)l b+ 7luhyy — uh), m)dr
(U11c+1 - Uilc)(“%cﬂ - ullv)
Therefore,
H(U%vﬂl) =
Hugy )~ [ buleh + 7o} — 23, ul, r)dr
(1 — x5) — dulag, ug, t)(ug — ug)—
fol(l ) bun(h, ub 4 7wl — ul), T)dr-
(ur — up) (uy — ug).

Then, we get
1 H (uy, pa) 1<

1
Llo(x) || H(u(l)vul) H/\ +
1

3 @B |1 H (ugy ) |l H (g, 1) 11 <

1
3 | H (ug, 1) || -

If j < k, the following inequalities are hold:
(A5 e < 2B,

1
1 (s i) [N 5 IHHE (s ) s,

1
[2; — @541 [[A< LlO(X) ll€ollx -
If j = k4 1, from Lemma 2 and Eq.(3), we get

l A11c+1 - ¢u($11c+17 U11c+1’ t)||r<

LY (g — wpill, + lug — wisi|1,)),

i=1

and

||5511c+1 - :’C]li‘HQ:
t
| jo (f(xllc+17 U11c+17 T) — f<$llc+17 u]1c+17 7))dr [[o<

t
Lif (e o+ (A1)

At

e 1
QBLlethT 1 H (uges 1) [ -
Thus,

H (uy, pur)|2)dr <

Fs

1
12ks = 23 A< O I1HH (s ) [ -

When k& < m, from recurrent method, we can obtain

(k) IS o)
When k > m and j = k + 1, we have
Bulirk, s ok — uf) =
Bulirkoul ) (AL H (ul, ) =
(Bular 1) — (AD)(AD) ™ H (b, ) +
H(ullw:ul)'

Thus,
H<ullc+17 ;U'l) -
— (Pu(ps ups t) — Ap) (Ap) ™ H (uy, ) —

1
J, Solaitr(@h — oh), uy, Odr (e, —a)) -

1
jO (1 - T)gbuu(xllc+1aullc+1 + T(ullc—i-l - ullc)aT)dT'
(AR) 7 H (g, pa ) (A) ™ H (uy, pia )
From Bellman-Gronwall lemma, we have
| H (g4, 1) 1x<
| ulay, ups t) = Ax ||, [ (AR) ™ H (g, 1) |2+
1 _
5||¢uu(xi,uli,t)Hmll(Ai) e, -
1 (g i) L]l (AR) ™ 1l H (i, ) [[5 +

| Go (@ i ) Il Thgr — Tk IS

m—1
LOE (k= kol = o 1,)-

Fy

Q
2B H (s i) [Ix +54B | H (ws ) s -

1
| H (uy, f11) || » JrKO(X) | H (ug, p1) [2<

8LmB* || H (g1 ) sl H (s 1) I3 +
2QB || H (uy, ) ||| H (g, pa) [Ix +

1
Ol(x) | H (uy,, 1) 3 <

OV I H () +2(4Lm B + QB?)
1 (g ) ]| H (g 1) 3 <
S ) s ®
Then, we get
Jim || H ud ) | = Jim || H ()] = 0.
There exists the positive number 1121 such that
CRVSTIES IR

We can take u§ = u,, and 25 = x,, for solving the
1 = 2 subproblem iteration.
Similarly, we can also obtain

1 H (w5 1) [1n<

SLmB* || H (wj_y g1, t3) || H (s 113) [|x +

2QB || H (up, i) ||| H (uis p13) |x +

O 1 H (i) In< 3 I )
Thus,

Tin || H (g 1) = Jinn | (i, ) [ = 0.
There exists the positive number m; such that

1 H (i, pa) [3< Al o s -
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il _ i
We can take uy" = uy,.

the ¢th problem, then

and z{t! = 2!, for solving

1 (w51, pin) In< 5 IIH( b tign) [ -
Therefore, for: = 1,2, .- ,N — 1, we have
S | A (u ™ i) = T (L H (ui™ ) [[o= 0,

In particular,
lim || H(ul, 1) [y= lim || (), 1)[=0.

i.e.

lim ¢(zx(t), ur(t),t) = ya(t).

k=00
Since H (u},p;) converges to 0 in supreme norm,
H (ul, p1;) uniformly converges to 0 on [0, 7] from As-
coliarzela theorem. From Eq.(5), we can see that {u}, }
is a Cauchy sequence which implies {u:} is a conver-
gent sequence. Therefore,

Jim | H(u, 1) 3= Jim || B, 1) ],=0,
1.e.

lim @y, uy', 1) = Hm yi' () = ya(t).

k—oo
5 Conclusions

In this paper, a new iterative learning control algo-
rithm based on extension-updated Newton method for
nonlinear systems is presented. In terms of homotopy
extension methods, a homotopy is constructed in itera-
tive learning control problem. The solving process is di-
vided into /N subproblem by the new algorithm. The ex-
change column update Newton method is used to solve
the subproblem by simple recurrent formula. The new
iterative learning control algorithm is proposed to wide
the range of convergence and the iterative learning pro-
cess of new algorithm is derived. Sufficient conditions
for the convergence of the new algorithm are given and
proved. This new algorithm has global convergence
instead of local convergence of classical Newton-type
methods.
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