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Adaptive iterative learning control of robot manipulators in
the presence of environmental constraint

HE Xiong-xiong, QIN Zhen-hua, ZHANG Duan
(School of Information Engineering, Zhejiang University of Technology, Hangzhou Zhejiang 310023, China)

Abstract: A novel adaptive iterative learning algorithm is proposed for a class of constraint robotic manipulators with
uncertainties and external disturbances. The uncertain parameters are estimated in the time domain whereas the repetitive
disturbances is compensated in the iteration domain. With the adoption of saturated learning, all the signals in the closed
loop are guaranteed to be bounded. By constructing a Lyapunov-Krasovskii-like composite energy function, the states of
the closed system is proved to be asymptotically convergent to the desired trajectory while ensuring the constrained force

remains bounded. Simulation results show the effectiveness of the proposed algorithm.

Key words: constrained robots; adaptive control; iterative learning control; external disturbances

1 Introduction

Control of robotic manipulators can be categorized
into two modes: free motion control and constrained
motion control. Free motion control is used when the
robot arm moves in a free space without interacting with
the environment. On the contrary, constrained motion
control is connected with the robot whose end-effector
mechanically interacts with the environment. In this
case, the control of the contact forces is at least as im-
portant as the position control'!l.

The control problem of constrained robots was ini-
tially studied in [2]. Then various strategied were pro-
posed to achieve motion and force control for con-
strained robots>. Most control methods of motion
control of constrained robots are under a general frame-
work in [6], which transformed the constrained robotic
systems into reduced-state unconstrained subsystems.
Considering parametric uncertain robot manipulators,
the adaptive constrained motion control of rigid robots
has been developed in [7-8]. If the dynamics are ex-
actly known for the control of a constrained robot, the
methods as mentioned above can be used for designing
the controllers effectively. However, from a practical
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viewpoint, exact knowledge about the complex robot
dynamics is not available in advance. If there exist ex-
ternal disturbances, the controller so designed may give
a degraded performance. This has motivated researches
to develop novel controllers to enhance the dynamic
performance for constrained robots under parametric
uncertainties and external disturbances. To the best of
our knowledge, the sliding mode control®1%, sliding-
adaptive control''"!?I and the others!"*~'¢/.  Asymp-
totic convergence to zero tracking error is able to be
achieved as time approaches infinity, but control chat-
tering occurs due to the use of discontinuous control
laws. Taking advantage of the fact that robot manipu-
lators are generally used in repetitive tasks, several it-
erative learning control schemes have been proposed in
the past two decades. To enhance the robustness of the
constrained robotic system in the presence of uncertain-
ties, we present a new learning control strategy in this
paper. The main objective of the learning control strat-
egy is to enhance the tracking accuracy from operation
to operation for systems executing repetitive tasks. The
challenge is how to design the controller to ensure the
desired trajectory and constraint force tracking under
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the parametric uncertainties and external disturbances.
First, we use a nonlinear transformation that was intro-
duced in [17] to simplify the dynamic model. Then,
based on the reduced dynamic model and the defined
references signals, taking advantage of the repetition,
the adaptive iterative learning scheme is attributed. At
each trial, the uncertain parameters are estimated in the
time domain whereas the repetitive disturbances is com-
pensated in the iteration domain, which are used for the
main part of the controller, and additional part based
sliding mode technique is used to compensate for the
force tracking error and achieve robustness of the con-
trol system.

2 Dynamic equations and problem

The dynamics of a constrained robot with n rigid
bodies, is described as

M(q)G+C(q,9)g+9(q) +7a(t) =7+ f, (1)
where ¢ € R™ is the joint position, g(q)is the gravity
vector, T € R™ is the generalized torque, M(q) €
R™*™ is the symmetric and positive definite inertia ma-
trix, C'(q, ¢) € R™*™ is the centripetal-Coriolis matrix,
g € R" is the gravity vector, and 74(¢) € R" is the un-
known bounded disturbance vector that is repetitive for
each iteration, f € R™ is the interaction force due to
contact with the environment.

Suppose the constraint equations is described by

P$(g) =0 R™, m<n. (2)

oP
So we can get that 8—q = J(q)q = 0, where J(q)
q

is an m X n matrix. The constrained force can be ex-
pressed as f = J'(¢)A, A € R™ is the general-
ized contact force vector associated with the constraints.
When the desired trajectory g4 and a desired constraint
force f,, or a desired constraint multiplier Aq(¢) is
known as a reference input for the system of Eq.(1), the
fundamental control problem is to find a control input
7(t) with which the system output g(¢) follows qq (%)
and A(t) follows A4(t) for all t € [0, 7] as closely as
possible. In the framework of learning control this ob-
jective can be stated as follows:

Given the desired trajectory gq(t) € C*(t €[0,T])
and a desired constraint multiplier Aq(t) € R™(t €
[0,T7) is known as a reference input for the system of
Eq.(1), we will propose a sequence of piecewise con-
tinuous control input 77/ (t) € R™(¢ € [0,7]) which
guarantee that:

1) The perfect motion tracking, i.e. lim ¢’(t) =

Jj—o00
q‘(t).

2) The force tracking error is bounded and ad-
justable for t € [0, 7.

For learning controller design, we assume the sys-
tem has the following properties:

Al) Each output trajectory can be measured and

hence the error signal e/ = q’ — qq4 can be utilized.
A2) The resetting condition is satisfied, i.e. g’ (0)
— qa(0), @' (0) = Ga(0), Vj € Z,.
One can partition the joint position vector g as

q=(q7,q;)" forq] eR" ™ g7 €R™and J(q)=
1@ B@1=122 22) Then i follows J(g)g=
aq 82 c OlIOWS

J1(q)q1 + J2(q)g> = 0. There exists a proper partition
such that det[ (g)2] # 0, for all q. Then we can get
G2 = —J5 '(q)J1(q)q:. We can conclude that

q= L(Ql)(jly . 3)

4= L(q1)q, + L(q1)qn, 4
In—m

L(q) = | 02%(q1) | - )
oq:

So we can conclude that L"(q)J"(q) = J{(q) —
JI(q) = 0. Then the constrained system given by
Egs.(1) and (2) can be transformed by substituting Egs.
(3)-(4) into Eq.(1). The result is given by
M(q)L(q:)d: + M(q)L(q1)d +
C(q,d)L(a1)d: + g(q) + Ta(t) = 7+ J'X.(6)
A multiplication of L™ (q;) to the above equation
leads to

M(q)gi + Cla,9)d +g(a) + 7a(t) = L1, (1)
where M = L"ML,C = L"(ML+CL), 5= L"g,
74 = L7, We now state some fundamental properties
of the dynamic motion Eq.(7):

P1) Matrix M is uniformly bounded and symmet-
ric positive definite.

P2) Matrix M —2C'is skew-symmetric, i.e.

y (M —2C)y =0, Yy € R".
M and C in Eq.(7) satisfy
M —2C = LY(M - 2C)L

so0 £T(M — 20)¢ = 0, V¢ € R™.

P3) Linear parameterization with a suitable se-
lected vector of robot and load parameters

M(q)€+C(g,d)¢ +9(a) = Y(q, 4. & €)8,

where £ is an intermediate variable, and Y (-) is a
known regression matrix, € is the unknown parameters
of robot.

3 Adaptive iterative learning control design
3.1 Controller design

We assume the desired signals q¢, ¢{, ¢&, A\q and
Aq and are bounded for all ¢ € [0, 77 , while ' satis-
fies the constraint. For controller design, we define the
motion error, force error, and auxiliary signal vector:

egn = q?_q{a e%ﬂ e R, eg\ = j()‘j_Ad)dtv eix €
R™, q{r = qf + Ameﬂ;ﬂ, and the filtered tracking error
at the jth cycle as
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= A€l +é, s eR"™, 8)

where Am are symmetric positive-definite matrices.

Consider the dynamics (7) and error dynamics in Eq.(8),

we get

Mg = L™ (ML§, + MLg], + CLg], + g) —

Cs? + T4(t) — LT77. )

The definitions of these variables pave the way for the

proposed controller, which is chosen in the form:

T =Y0 +7(t)+ KLs' — JTul,  (10)
j = Ad — erg\ - KSe§\7 (11)

where K, Kp, Kg are positive definite.
Consider the positive definite function
. 1 - . .
VI(t) = §(s]TMs] + 6T, (12)

After taking the time derivative of Eq.(12) along Eq.(9),
we obtain

.. . . ]_ . KA ~ . <.
Vi(t)=s"TMs + iszMsJ + 070 =
sITMs + sTCs? + 077167 =
—s’""L"KLs + s'"L"Y 6’ —
STLYFi(t) + 671716 (13)
So in order to offset the item s/TLTY @7, the parameter
adaptation is chosen as

{ 0'(t) = YT (H)Ls'(8),
6’(0) = ¢°-1(T), 9 (T) = 0.
Substituting Eq.(14) back into Eq.(13) yields
Vi(t)= —s"TL"Ks'L — $"TLT7I(t), (15)

where 7 (t) = 74(t) — 77 (t), similar to [17], the learn-
ing law is designed as

#1(t)=sat(#] ' (t)) + ILLs'(t), Vt € [0,T], (16)
where I, > 0 is learning gain. Initial value 7; ' (t) =
0.
3.2 Convergence analysis

(14)

The convergence property of the proposed adaptive
iterative learning control law is summarized in the fol-
lowing theorem.

Theorem 1 Consider the constrained robot sys-
tems (1)—(2) with the external disturbances, using the
control law (10) with adaptation law (14) and learning
update laws (16), then the following holds:

a) All the signals s7, §7, ¢/, ¢’ and 67 in the
closed-loop are bounded.

b) lim ¢ (t) = q°(¢). lim ¢ (t) = ¢*(¢). for all

Jj—00 j—o0
tel0,T].

c) €}, is bounded and adjustable for all ¢ € [0, T7.

Proof Define a Lyapunov-Krasovskii-like com-
posite energy function (CEF) at the jth iteration as

Bty =Vt IT;TF YFids. (1)

a) Considering ¢ = T', we compute the difference
of E7(T) at the jth iteration, which is

AEj( )= B(T) D) =
5 f T — (#7) E  ds +
Vi(0) — VITY(T) + IOT Vi(s)ds. (18)

By simple algebraic manipulation, we have the follow-
ing inequality'

2j — (R s <
-, "3 (s) = 77 ()] "L Fds <
T . .

—fo sTLT#ds. (19)
So we get

. . . T . .
AE/(T) < VI(0) — VJ-l(T)—jO s'TLK Ls'ds,

(20)

which implies
EY(T)

. ) T . .
Vi(0) — VITY(T) — fo $TLTK Ls'ds. (21)

Since A2) ensures that s7(0) = 0, and from Eq.(14) we
know 67(0) = 67~'(T), which results in

. . 1 . _
VJ(O)—VH(T):—QsﬂT(T)MsJ(T)<0. (22)
Thus, we obtain

) . T . .
BY(T)—E"~Y(T) g—fo sTLTKLsids. (23)

~ BT <

It can be seen that the boundedness of E7(T') is ensured
provided E°(T) is uniformly finite for ¢ € [0,7]. So
next, we prove the uniform finiteness of EO(T),

. . 1._ 5
EO(t) = VO(t) + 57Ty 1S =

1
—s" LTKLs" — s LT70(t) + 570" [y 17 <

1
=" LR + 57 <

. 1 1~
()T( )F 1= O( )_’_§T((1]TF2 17_((1) g

1 1
TdT(t)Fgli-do()—ir(’TF 17 °<27-TF . (24)

Since 74 is bounded, we get the boundedness of E°(t).
Noting E°(0) = 0, which implies that E°() is uni-
formly continuous and bounded over [0, 7], thus E°(T")
is bounded, so we can conclude that £7(T") is bounded.
We obtain from Eq.(20) the following:

Ei(t) <

B (O)+V(0) =V (t)— | ¢ TLTK Ls'ds=

1 ot . . to i j

2 fo 71 ds - fo s’ LK Ls'ds+V7(0). (25)
1tok

b) Summing E7(t) — E/*(t) from j =
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gives

k .
M) = BY(t)+ 3 AE] <
j=1
k . .
E°t)— 3 [ $/"L"KLs'ds, (26)
j=1-0

kot ,
which implies that 3 fo sTLTKLsids < E°(t).
j=1
Since E°(t) is finite and E*(t) is positive,
o0 t .
> fo s’P"LTKLs’ds converges. According to the
=1

t
convergence theorem of the sum of series, lim | s/ -
j—o0J0

s’ds = 0. In addition, from Eqs.(7)—~(8), $’ is bounded
on [0, T]. Thus, s/ converges to zero on [0, 7], as j —
oo. From Eq.(8) we can conclude that

. J _ . .]‘ o
lim e/, = lim &/ = 0.

j—oo Jj—oo

c¢) Substituting the control law (10) into the reduced
order dynamic system model (6) yields

JU(I + Kp)é} + Ksél] =
M(q’)L(q)l+M(q’)L(q)) gl +9(¢)+7a(t)+
C(q’,¢’)L(q])g] — Y6 — 7](t) — KLs' =
&(q1, 41, q1r, G- 27)

Since s/, §7, g1, ¢} are all bounded, £ is bounded and

we get JT[(I + Kp)é) + Kgel] is bounded. If we

appropriately choose Kp = diag{k,}, kp;, > —1

and Ky = diag{ks;}, ks; > 0 to make G;(p) =
1

TSI I p = e a strictly proper exponen-

tial stable transfer function, then it can be concluded
that €} € L., €} € L. The size of €} € L., can be
adjusted by choosing the proper gain matrices Kp and
Ks.

Since all three terms on the right hand side of
Eq.(23) are bounded, E7(t) is bounded on [0, T']. From
the definition of F(¢), we know that s7 and 67 are all
bounded on [0, T for all j. From the fact that g¢ and
q¢ are all bounded, we can conclude that both q{ and
q] are bounded on [0, T for all j.

4 Simulation example
A two-link robot with a circular path constraint is
used to verify the validity of the learning controller pre-
sented in this paper. The matrices of the original model
which is in the form of Eq.(1) can be written as
91 + 92 + 293 COS (g2 92 + 03 COS @2
M(q)= < 05 + 05 cos qo 0, > ’

o [—03gasings —05(¢1 + o) singo
C(qa q) - ( ng'l sin q2 0 ’

A 03 cos(q1 + q2)

The constraint surface is expressed as

o(q)= 9.81 (91 oS @ + 03 cos(q, + (J2)> .

PD(q) = /12 + 21y c08q2 — a,

where a is a constraint and /; and /5 are the lengths
of the two robot links. It then follows that J.(q) =
[0 — 2[1[2 SiDQQ], L = []. O]T i.e., QQ = 0. The
desired trajectory and the desired constraint force are

s
respectively assumed to q1q = cos(3t), goq = 1

Aa = 20 for t € [0,20]. The disturbances are cho-
sen as 74 =[0.5+0.5 cos(10t) 1+0.5sin(10¢)]". The
three unknown parameters are: 6, = (m; + my)l?,
O = myl2, 05 = mylyl,. The robot parameters are:
T = 208,[1 :l2 20.5,m1 = 10,m2 :5,F1 ==
diag{0.015,0.015,0.015}, I = diag{0.05,0.05},
K = diag{60,60}, 8 = [0, 6, 63T, Kp = 30,
Kg = 50.

The simulation results are shown in Figs.1-5. As
shown in Fig.1 and Fig.2, the controller we designed
for the constrained robot cannot achieve good perfor-
mance mainly due to the disturbances and parameter
uncertainties. However, we increase the number of iter-
ations into 20 times, the system trajectory can achieve
perfect tracking and the force error remains bounded
as small as possible as the results shown in Fig.3 and
Fig.4. From Fig.5 we can easily get that with the itera-
tion number increasing, the maximum tracking error of
link 1 gradually tends to zero. The example validates
the effectiveness of the control law in Theorem 1.

1.0 :
...... ql
0.5 — dy
T 00
S
= 05
S
-1.0
-15 : . .
0 5 10 15 20

Force error/ N

t/s

Fig. 2 Simulated responses of force tracking error at j = 1
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Fig. 3 Simulated responses of q1, g14 at j = 20
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-0.5
-1.0
-1.5
-2.0

-2.5
-3.0

/N

Force error

0 5 10 15 20
t/'s

Fig. 4 Simulated responses of force tracking error at j = 20

1.4

Error 1

0.6}
0.41
021

0.0

Fig. 5 The maximum tracking error 1 with iteration numbers

5 Conclusions

We have presented a new adaptive iterative learn-
ing controller for constrained robots under uncertain-
ties and external disturbances. Based on the reduced
dynamic model, the uncertain parameters are estimated
in the time domain whereas repetitive disturbances are
compensated in the iteration domain. Both theoretical
analysis and simulation demonstrate that the proposed
approach can achieve the perfect tracking at the same
time the force error is bounded and adjustable and re-
jects repetitive disturbances.
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